
How Computer Science is
Taught to Our Students in
Chemistry. Part II

tails here). The 'speedup' is the factor you
gain in speed if you use n processors
instead of one to solve a problem. If you
have for example 20 workers (processors)
working together, they will usually loose
some time for communication, i.e. ex-
change oftheir working pieces (data), and,
therefore, reach a 'speedup' of less than
20, let us assume only ]2. Such a low
number would result if they need to com-
municate significantly and are often block-
ing each others way. Again you could
'cheat' by giving each worker (processor)
additional work which is not needed, but
which forces him to sit longer at his table
and do relatively less communication,
making the process slower, but the speed-
up higher!

Finally, we would like to give an ex-
ample from the real world of quantum
chemistry, where people are not 'cheat-
ing' their processors, but nevertheless sim-
ilar effects can be found. Luthi et a/. [3]
reported results from a calculation on a
Cray Y -MP/8-128 supercomputer with the
DISCO-program for bis (2,6-dimethylphe-
nyl) carbonate (C1703HI8), a molecule
with 38 atoms (314 contracted / 610 prim-
itive basis functions), in which one itera-
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In a recent survey [1], the present state
of the compulsory introduction courses in
computer science taught in different Swiss
universities and federal institutes of tech-
nology were compared with a report called
'Recommendation for the Introduction of
Computer Science in the Chemistry Cur-
riculum' [2]. The survey did not take into
account the seven chemistry departments
of the Swiss Schools of Engineering (In-
genieurschulen, HTL), which confer about
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tion took about 400 s (this number is
different from the one in [3], which was
wrong, due to an input error [4]) and a
performance of 153] Mflops was achieved.
The speedup for 8 processors was 7.65.
Brode [5] has carried out a very similar
calculation on the same molecule (356
contracted/592 primitive basis functions)
with the TURBOMOLE-program on a
workstation cluster of 14 machines per-
forming to a maximum rate of 660 Mflops.
The speedup was only] ] .6. Although the
loss in parallelization was higher and the
Mflop-rate was much smaller (the formal
rate for the 8 Cray processors would even
be 2660 Mflops) the time for the first
iteration (taking usually most time) was
only 524 s, i.e. slightly more than with
DISCO. Similar experiences have been
made by Vogel et.a/. [6] with a version of
DISCO on a network of workstations.

Summarizing, we can state that the
Mflop- and the speedup-measure are often
not very useful criteria for the real world of
vector- and parallel-computers, but that a
comparison between programs solving
problems as similar as possible is the best
way to estimate the pelfonnance of com-
putersfor a specific task. Policies such as
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. one third of all diplomas in chemistry in
Switzerland [3]. In the following Table
and listof contents this gap has been filled.
Some conclusions can be drawn with re-
gard to [1]:

- All Schools of Engineering offer to
their chemistry students compulsory
courses in the first two semesters. Most
of them propose advanced courses in
higher semesters. As many schools
emphasise on chemical engineering,
automation, and electronics are addi-
tional elements of training. The School
of Engineering at Geneva is different
inasmuch as its curriculum lasts five
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that of CSCS in Manno, enforcing that
only programs yielding 275 Mflops should
run on the NEC, are questionable in view
of the difficulty to accurately estimate the
efficiency of application programs run-
ning on vector processors. An alternative
policy would be to supply a supplementa-
ry national cluster of workstations or a
super parallel computer for codes per-
forming badly on a vector processor mak-
ing the scientists choose the most efficient
facility for their purpose.

We thank Dr. Stefan Brode. BASF Aktienge-
sellschaft, Ludwigshafen/Rhein and Dr. Hans
Peter Liithi, [nterdisziplinares Projektzentrum
fUr Supercomputing, ETH, ZUrich for the ex-
ample.
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years and is meant for chemical engi-
neering students only.
The total number of hours per week
varies among the different Schools of
Engineering. Most of them devote a
significant part of time to computer
applications in the laboratory or pilot
plant (simulations, data comprehen-
sion, processing and modelling), which
appears only partially in the Table.

- A first introduction to computer archi-
tecture and programming is often giv-
en by a computer specialist or mathe-
matician. Chemical applications are
usually taught by a chemist.

- As is the case with university students,
PASCAL is here too the preferred pro-
gramming language. However, many
Schools of Engineering tend to reduce
the number of lessons devoted to pro-
gramming for the benefit of computer
applications in chemistry.
In general, the differences between the
university students' results [I] and
those of students at Schools of Engi-
neering are small. There may be less
time for programming for the latter but
more for chemical and technical appli-
cations; this reflects the difference in
interest and requirements of the two
groups of chemists.
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a) Not comparable; the general computer training is part of a two year course preceeding chemical engineering studies.

Contents:

Burgdorf: Introduction to computer ar-
chitecture and WINDOWS
user interface, general appli-
cation software, chemical
data bases, molecular mod-
elling

Chur: Introduction to computer ar-
chitecture, operating system
MS-DOS, introduction to
programming (PASCAL),
numerical methods, data
comprehension and process-
ing; general application soft-
ware (word-processing,
spread-sheet, data bases)

Fribourg:

Geneve:

Muttenz:

Introduction to program-
ming, general application
software (WINDOWS pro-
grams), data comprehension,
processing and modelling,
molecular design

Introduction to computer sci-
ence and laboratory applica-
tions

Introduction to computer ar-
chitecture and to an operat-
ing system, introduction to
programming, general appli-
cation software, overview of
computer applications in
chemistry

Sion: Introduction tocomputersci-
ence, introduction to pro-
gramming, Excel

Winterthur: Introduction to computer ar-
chitecture, networks and op-
erating systems, general ap-
plication software (chemical
word-processing, spread-
sheets), introduction to mo-
lecular modelling, chemical
data bases

[I] Chimia 1992,46,447.
[2] Chimia 1988,42,199.
(3] H. G. Buhrer, Chimia 1992,46,6.
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