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Abstract: The group for computer-aided chemistry at the ETHZurich focuses its research on the development
of methodology to simulate the behavior of biomolecular systems and the use of simulation techniques to
analyze and understand biomolecular processes at the atomic level. Here, the current research directions are
briefly reviewed and illustrated with a few examples.
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1. Introduction

Computer simulation of the dynamics of
biomolecula.r systems by the molecular
dynamics (MD) technique yields the pos-
sibility of describing and understanding
the structure-dynamics-function rela-
tionships of molecular processes in terms
of interactions at the atomic level. Once
the reliability of the molecular models,
force fields, and computational proce-
dures has been established by compari-
son of simulated properties with known
experimental ones, computer simulation
can be used to interpret experimental
data, to analyze and understand mole-
cular processes and to predict molecular
properties that are inaccessible to experi-
mental probes. In this article we briefly
review recent research directions of our
research group for computer-aided chem-
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istry at the ETH Zurich. Using examples
from our own work we shall illustrate the
possibilities, the limitations and the per-
spectives of computer simulation studies
in the field of biochemistry and molecu-
lar biology.

2. Levels of Modeling

When undertaking a biomolecular
modeling study of a particular system of
interest, the level of modeling, i.e. the
space resolution, time scale and degrees
of freedom of interest, must be consid-
ered. Fig. 1 shows a number of possibili-
ties. Once the particular degrees of free-
dom to be explicitly considered and sim-
ulated have been chosen, the appropriate
method to treat the variation along the
degrees of freedom or the appropriate
equations of motion to simulate the dy-
namics along the degrees of freedom
must be chosen [1]. Our research mainly
concentrates on classical statistical me-
chanical MD simulation techniques at
the atomic level [2], with a few forays
into quantum-dynamical (QD) simulation
techniques applied to proton transfer [3]
and into a more coarse-grained level of
modeling using whole amino acids as
particles used to predict protein structure
from data bases [4].

Having chosen the degrees of free-
dom to be modeled, one should consider
which forces govern the motion along
these degrees of freedom. The choice of
interaction function or force field in a

biomolecular modeling study is a very
impOitant one, since it will ultimately de-
termine the quality of the results of the
study. A variety of force fields is availa-
ble [5].

3. Force-field Development

The potential energy functions of the
various biomolecular force fields have
slightly different forms. Their main dif-
ferences reside in the force field parame-
ters used. Since these can be obtained in a
variety of ways, by fitting of a range of
molecular properties of small molecules
against different sets of quantum-me-
chanical and experimental data regarding
these molecules, different parameter sets
may yield widely different results. Over
the past decades we have continuously
improved and refined the parameters of
the GROMOS (GROningen MOlecular
Simulation) force field [6][7]. Since we
are mostly interested in the properties of
biomolecules in the condensed phase, the
GROMOS force field is based on fitting
thermodynamic properties of small com-
pounds to experimental data. In particu-
lar, the solvent model should be compati-
ble with the biomolecular force field used
for the solute. This is illustrated in Fig. 2,
which shows how well the latest GRO-
MOS parameters for CHn atoms repro-
duce the heat of vaporization and density
of a series of alkanes and at the same time
their free energy of solvation in water [7].
The further development of the GRO-
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Fig. 1. Levels of modeling in computational
biochemistry and molecular biology.

4. Development of Methodology

Most chemical quantities of interest,
such as binding constants, solubilities,
adsorption coefficients and chemical po-
tentials, are directly related to the free
energy. Since the development of com-
puter simulation methods, attempts have
been undertaken to efficiently calculate
free energy differences using a variety of
statistical-mechanical formulae and pro-
cedures. We have been investigating a
number of techniques [10], of which the
so-called one-step perturbation method
using soft-core potentials and non-physi-
cal reference states turns out to be very
efficient [11]. In Fig. 3 it is shown that a
single MD simulation of a 0.6 nm radius
neutral soft-core cavity in water yields

Methods Degrees of Properties, Timescale
freedom processes

Quantum dynamics Atoms, Excited states, Picoseconds
electrons relaxation,

reaction dynamics

Quantum mechanics Atoms, Ground states, No time scale
=> ab initio electrons reaction
=> density functional mechanisms
=> semi empirical
=> valence bond

Classical statistical Atoms, Ensembles, Nanoseconds
mechanics solvent averages,

=> MD,MC system properties,
=> force fields folding

Statistical methods Groups of Structural No time scale
=> data base atoms, homology,

analysis amino acid similarity
residues, bases

Continuum methods Continuum of a Rheological Supramolecular
=> hydrodynamics given type, properties

electric,
velocity, etc.

Kinetic equations Populations of Population Macroscopic
species dynamics,

signal
transduction

MOS force field [6][7] for biomolecules
and typical solvents [8] and its applica-
tion to proteins, DNA and liquid assem-
blies as test cases [9] takes a considerable
effort of our group.

Fig. 2. Comparison of simulated (NPl) and
experimental data (~Hvap: heat of vaporization;
p: density; ~Ghyd:free energy of hydration) for
alkanes. The GROMOS force field version 45A3
was used [7]. Compounds: propane (3),butane
(4), pentane (5),hexane (6), heptane (7),octane
(8), nonane (9), isobutane (41), isopentane (51),
neopentane (52), cyclopentane (53), cyclohex-
ane (63), cycloheptane (73), cyclooctane (83).
Slack: linear alkanes; Green: branched alkanes;
Red: cyclo-alkanes. Data taken from [7].
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Molecular dynamics simulation pro-
vides a microscopic picture of unlimited
resolution in time, space and energy. Sys-
tem parameters can be changed at will to
study particular cause-effect relationships,
leading to an enhanced understanding of
biomolecular systems. A variety of sys-
tems, properties and processes have been
studied in our group.

Fig. 5 illustrates the folding/unfolding
equilibrium of a ~-heptapeptide in meth-
anol as observed in a 200 nsec MD simu-
lation [20]. The folding pathways could
be analyzed in atomic detail. Similar MD
simulations of a variety of peptides show
that the denatured state comprises much
fewer conformations than expected from
a simple counting of conformational de-
grees of freedom [21]. Fig. 6a shows that
the number of conformations found along
a trajectory grows as function of time, but
in a sub-linear manner for the ~-hep-

fulfilled if only 25% of the trajectory
conformations satisfy the bound. The
molecule can be most of the time unfold-
ed and yet the trajectory average <I'ij-6>-116
satisfies the experimentally observed value
robs,which, therefore, only conveys very
limited information about the ensemble
of conformers. In such cases MD simula-
tion may help to investigate and analyze
the different conformational ensembles
that are compatible with experimental data
[19].

6. Understanding Molecular
Processes

Fig. 4. Distribution of atom-atom distances
from a 200 ns MD simulation of a ~-heptapep-
tide in methanol at 340 K. Atom pairs NH(2)-
HCI3(5)and NH(3)-HCI3(6). Residue number in
parentheses. The dashed vertical line indicates
the distance upper bound robSinferred from
NMR measurements. The solid vertical line
indicates the r;(-6average <rjj-6>-1/6as obtained
from the MD trajectory.
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ber of degrees of freedom in the molecu-
lar system is required. We have investi-
gated and tested different approaches in
hybrid quantum-classical simulations of
proteins such as illY protease, metal-
lothionein and p-hydroxybenzoate hydro-
xylase [13], and used them to study photo-
isomerization [14].

Another example of methodology de-
velopment is the algorithm to perform
MD simulation at constant pH presented
in [15]. It generates a trajectory at a
Boltzmann distributed ensemble of pro-
tonation states by a combination of MD
and MC (Monte Carlo) simulation.

4

5. Interpretation of
Experimental Data

The value of an observable for a
molecular system that results from a
measurement is generally an average
over a Boltzmann ensemble of molecular
conformations. This poses a problem
with regard to the structural interpreta-
tion of experimental data. We have been
investigating the effect of motional aver-
aging with regard to NMR data [16], with
regard to crystallographic X-ray data [17]
and, recently, with regard to CD data
[18]. The problem is illustrated in Fig. 4,
where the distribution of particular atom-
atom distances rjj in a MD simulation of a
~-heptapeptide is shown. According to
NMR measurements the rjj-6 average
<rij-6>-116should be smaller than a given
observed bound robs. Due to the r-6 aver-
aging this experimental bound is easily
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Fig. 3. a) Comparison of absolute free energies
of hydration for a number of molecules using a
single MD simulation of an unphysical refer-
ence state to exact results (TI= thermodynam-
ic integration): H20 (1), methanol (2), ethanol
(3), chloroform (4), methane (5), propane (6).
Data taken from [11]. b) Comparison of exper-
imental and one-step perturbation results for
the relative free energy of binding of ligands to
the estrogen receptor ligand binding domain.
Ligands: benz[a]anthracene-3,9-diol (BAA),
7,12-dimethyl-benz[alanthracene-3,9-diol
(DMBA), genistein (GEN), 7-methyl-
benz[a]anthracene-3,9-diol (7MBA), 12-methyl-
benz[a]anthracene-3,9-diol (12MBA). Datatak-
en from [12].

the free energy of hydration of a range of
different (in size and shape), polar and
non-polar molecules [11]. The technique
is especially suitable for application in
protein-ligand binding studies. Fig. 3
shows that experimental relative binding
free energies for a number of estrogen re-
ceptor ligands can be reproduced using
the GROMOS force field and the one-
step perturbation technique (2.5 kImol-l)
to within about RT [12].

Classical simulation has reached the
stage where structural and thermodynam-
ical properties of biochemical systems
can now be reproduced and predicted
with a reasonable degree of accuracy.
However, where processes involve the
breaking and making of chemical bonds
or other forms of redistribution of the
electron density, classical simulation is
inadequate. Then, some sort of quantum-
mechanical treatment of a limited num-
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Fig. 5. The upper series of structures show snapshots of the various unfolded conformations at
different time points along the 200 nsec simulation of a ~-heptapeptide in methanol. The lower
series shows the folded conformations. The helical conformations that are repeatedly adopted
are also evident from the change in the root-mean-square deviation (RMSD) of the backbone
atom positions (residues 2 to 6) during the simulation from the helical model structure derived
from NMR experiments. Data taken from [21].

tapeptide in methanol [20]. For a poly-
hydroxybutanoate molecule of similar
length in chloroform, however, the num-
ber of conformations grows linear with
time (Fig. 6b). The difference is probably
due to the presence of hydrogen bond do-
nor and acceptor atoms in the p-hepta-
peptide, which restrict the conformation-
al space accessible to the molecule at the
given temperature.

The role of entropy in the folding
process has been investigated in [22].
It turns out that explicit simulation of
solvent molecules is essential to obtain
correct folding/unfolding equilibria [23].
The role of solvent viscosity on protein
dynamics [24] and exchange pathways
for water molecules bound inside a pro-
tein [25] were analyzed. Dielectric prop-
erties of proteins can be investigated us-
ing MD simulations [26]. The relative
stability between protein mutants and be-
tween different DNA double helices can
be reproduced by MD simulation [27].

Mechanistic questions regarding the
photocyc1e of the photoactive yellow
protein were answered through MD sim-
ulation [28]. Conformational search tech-
niques can be used to analyze the flexibil-
ity of the active sites of enzymes with an
eye to inhibitor design [29].

Finally, the stability of lipid bilayers
and of micelles can be studied as function
of pH. This is ilIustrated in Fig. 7 where
snapshots from MD trajectories at differ-
ent temperatures and pH values are
shown [30].
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Fig. 6. Number of conformations as function of
time: a)for a~-heptapeptide in methanol at 340
K [20]; b)for(Val-Ala-Leul2-3-hydroxybutanoate
in chloroform at 298 K. For the definition of a
conformation (cluster) we refer to [20].
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Fig. 7. n-Dodecylphosphate structures obtained at the end of simulations of systems containing
lipids, water and counterions over 3 to 5 nsecs. Data taken from [30]. Lipid hydrocarbon tails
appear in black, head groups in intermediate gray shades. Ions and solvent molecules close to
them and to the lipids are shown in light colors. The display is laid out in five sections. Upper left:
bilayer simulations at pK1"'2 and at 298 K, 348 K or 398 K. Upper right: bilayer simulations at basic
pH = 11.2 and at 298 K, 348 K or 398 K. Lower left: unstable micelles (90 lipids) at pK1 and at 298
K with different carbon chain lengths (8 and 12 units). Lower middle: micelle (90 lipids) and pK2",7
and 298 K. Lower right: micelles (90 and 64 lipids) at basic pH and at 298 K. Thus, e.g. mic-C8-
pK1-298 means, the micellar system of 90 lipids with chain lengths of 8 carbons per lipid (default
is always C12= dodecylphosphate) was built as the structure that reflects pH = pK1and has been
simulated at T = 298 K. Any bilayer system of 128 lipids is abbreviated by (bil) correspondingly,
and for micelles the labels of systems different from 90 lipids contain the aggregation number.



THE DEPARTMENT OF CHEMISTRY, ETH ZORICH, IN THE NEW HONGGERBERG BUILDINGS 860
CHIMIA 2001. 55. NO.1 a

7. Conclusion

Due to the continuing Increase of
computing power, MD techniques can be
used to simulate ever larger systems over
ever longer times. This means that their
range of application is ever growing.
However, only if the force field used is of
high quality, can meaningful trajectories,
ensembles and properties be obtained. As
long as the accuracy of the biomolecular
force fields continues to increase, ever
more precise results will be obtained.
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