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Development of Novel Computational
Strategies to Match the Challenges 
of Supramolecular Chemistry, 
Biochemistry, and Materials Science

Tomasz A. Wesolowski*

Abstract: Recent formal developments and applications of the ‘freeze-and-conquer’ strategy proposed by
Wesolowski and Warshel in 1993 to study large systems at quantum mechanical level are reviewed. This universal
approach based on density functional theory allows one to link, via the orbital-free embedding potential, two parts
of a larger system described at different levels of accuracy leading thus to significant savings in computational
costs. As a result, applicability of conventional methods of quantum chemistry can be extended to even larger 
systems. It is shown that the ‘freeze-and-thaw’ approach applying the first-principles based approximation to the 
orbital-free embedding potential recently developed in our group provides a powerful and universal technique to
study such embedded molecules (or molecular complexes), which are not linked with their microscopic environ-
ment by covalent bonds.
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1. Introduction

Computer modeling at the quantum me-
chanical level has long been recognized as
a useful technique to study molecules and
chemical processes. In principle, it can pro-
vide a complementary insight into details of
the system or process under investigation
that are not available from experimental
studies. The most universal are ab initio
methods, which do not involve any empiri-
cal parameters. For small chemical mole-
cules or molecular complexes, the results
derived from high-level ab initio calcula-
tions are of ‘chemical accuracy’quality [1].
Unfortunately, the high-level ab initio
methods are not applicable for most of the
systems relevant to the challenges of mod-
ern chemistry dealing usually with very
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large systems. In the Hartree-Fock theory,
which is the simplest ab initio method and
which does not describe correlation effects,
the computational cost of solving relevant
equations grows as fast as N4 where N is
proportional to the number of electrons in
the system. In the Configuration Interaction
method, which leads to virtually exact 
results, the computational cost grows ex-
ponentially with N [2]. Despite recent
progress in the numerical implementation
of ab initio methods reducing significantly
the above scaling laws, the routine applica-
tions of the high-level ab initiomethods are
currently limited to systems of the size of
the benzene dimer. Quantum Monte Carlo
methods [3] provide another route to solve
Schrödinger’s equation with chemical accu-
racy, but the applicability is currently limit-
ed to even smaller systems. A computation-
al chemist applying ab initio methods to
model large systems faces, therefore, a
dilemma of making trade-offs between the
accuracy of the applied method and the
available computer resources. 

Computational schemes which, unlike
ab initio methods, apply certain system-
dependent empirical parameters provide,
therefore, a useful alternative. Semi-empir-

ical methods, in which the potential energy
surface and expected values of observables
are obtained by means of empirically para-
meterized approximation to the exact
Hamiltonian (Hückel method, Tight-Bind-
ing method, ZINDO, AM1, etc.) are gener-
ally recognized as useful tools in interpre-
tation and even quantitative prediction of
the structure and reactivity of large mole-
cules, supramolecular complexes, extended
systems of interest in materials science,
biomolecules, clusters, etc. [4]. Even sim-
pler methods using parameterized Born-
Oppenheimer potential energy surface, la-
beled frequently as Molecular Mechanics,
provide a valuable tool to study static and
dynamic properties of liquids, interfaces,
solvent effects, and bio-molecules [5].

In the last decade, the formal develop-
ments in density functional theory (DFT)
and the emergence of efficient computer
implementations of the Kohn-Sham meth-
od (KS) [6] have enriched the set of tools
available to a computational chemist [7].
The DFT label covers a wide range of
methods including those based on first-
principles and those which use empirical
parameters. Numerous reports available in
the literature show that the currently devel-



where:
N2 is the number of the nuclei in the sub-
system 2; Zα

2 is the nuclear charge of the
nucleus α in the subsystem 2;

Ts
nad[ρ1,ρ2]=Ts[ρ1+ρ2]–Ts[ρ1]–Ts[ρ2] (2)

and where the functional of the kinetic en-
ergy in the non-interaction electrons refer-
ence system (Ts[ρ]) and the exchange-cor-
relation functional (Exc[ρ]) are defined as in
the Kohn-Sham formalism [6]. The effec-
tive potential of Eqn. (1) is a key element 
in the ‘freeze-and-conquer’ strategy intro-
duced in [12]. We denote it with
Vemb(KSCED)to indicate that it results from
the constrained minimization of the total
energy bi-functional (E[ρ1,ρ2]) in which ρ2
is kept frozen at a given initial value (Kohn-
Sham Equations with Constrained Electron
Density). The total energy bi-functional
E[ρ1,ρ2], is a particular case of the multi-

CHEMISTRY AT THE UNIVERSITY OF GENEVA 708
CHIMIA 2002, 56, No. 12

oped DFT methods applying Kohn-Sham
formalism lead to results with an accuracy
significantly better than that of the Hartree-
Fock theory which is the lowest level ab
initio method not describing electron corre-
lation. They are usually of the quality of the
simplest ab initio correlated methods. The
practical benefits from this ‘price-to-per-
formance’ ratio can be hardly overestimat-
ed. Computer modeling using Kohn-Sham
formalism of large systems comprising
thousands of atoms is currently possible
[8]. Owing to efficient computer imple-
mentations of the Kohn-Sham formalism,
systems such as proteins, membranes, 
nucleic acids, supramolecular complexes,
large organometallic complexes, or nanos-
tructures entered the domain of applicabili-
ty of computer modeling at the quantum
mechanical level (see e.g.[9] or the recent 
applications of Kohn-Sham DFT methods
in our Geneva group [10]). Moreover, the
Kohn-Sham equations provide also one of
the key elements of the Car-Parrinello sim-
ulation technique, which is becoming one
of the most commonly used method in the
studies of large periodic systems [11]. 

2. Embedding Strategy for Studies
of Large Systems

The strategy of using a high-level theo-
retical method of a controllable accuracy to
the whole system of interest is not practical
for sufficiently large systems. An alterna-
tive, which we will call here the embedding
strategy, is based on reducing the quantum
mechanical description to the selected part
of a larger system and describing the effect
of the remaining part by means of the em-
bedding potential(Vemb) (see Fig. 1). The
particular form of Vemb might originate
from various theoretical considerations. It
appears in models known under such labels
as hybrid methods, QM/MD or QM/MM,
Reaction Field Method, Polarizable Con-
tinuum Method, COSMO, etc.(see the re-
views by Gao, Sauer et al., or Wesolowski
and Weber [13]). Studies of the solvent ef-
fect on the electronic structure and other
properties of a) a solvated molecule or b) a
solvated molecular complex undergoing
chemical reaction in condensed phase are
typical examples of applicability of the em-
bedding strategy [14]. Embedding methods
are also widely used in material science
where computer models of extended sur-
faces or bulk material comprise an embed-
ded cluster [15]. It is important to underline
that the precondition for applicability of
embedding methods is the a priori knowl-
edge of the localization of the electronic
states needed to define the subsystems.

3. Orbital-Free Embedding

Wesolowski and Warshel showed that
the exact embedding potential takes the fol-
lowing universal system-independent form
[15]:

(1)

Fig. 1. Schematic division in real space of a larger system into subsystems in modeling by
means of embedding techniques. In the orbital-free embedding formalism [12], the subsystem
of interest (shaded) is represented as ρ1 whereas its microscopic environment (dark) as ρ2. The
overlap between ρ1 and ρ2 in real space is indicated by the intermediate shade of the interface
region.

functional introduced by Cortona [16] 
in his formulation of DFT. Note that
Vemb(KSCED) includes all the information
about the subsystem 2 via the electron den-
sity ρ2 and the positions of nuclear charges.
Orbital representation of neither ρ2 nor
ρ1+ρ2 is needed. Therefore, Vemb(KSCED)is
orbital-free. Obviously, as in the conven-
tional Kohn-Sham model, ρ1 is constructed
using one-electron functions (Kohn-Sham-
like) orbitals ( ). 

For practical applications of Eqn. (1),
good approximations for Ts

nad[ρ1,ρ2] and
Exc[ρ] are needed. The development of the
approximations to the exchange-correlation
potential as explicit functional of ρ has
been an object of intensive studies in vari-
ous theoretical groups (for review, see [7]).
Less is known about approximations to
Ts

nad[ρ1,ρ2]. In our earliest applications of
Vemb(KSCED)to study solvent effects [17],



we used the simplest approximations for
Ts

nad[ρ1,ρ2] derived from gradient expan-
sion approximation for Ts[ρ]. Our subse-
quent dedicated studies of the accuracy of
Ts

nad[ρ1,ρ2] led us to a very accurate ap-
proximation applicable for such cases
where the ρ1–ρ2 overlap is small. In this 
approximation, the analytic form of
Ts

nad[ρ1,ρ2] defined in Eqn. (2), depends
explicitly on ρ1 and ρ2 as well as on their
gradients (see [18] and reference therein).
For stronger overlaps, however, the semi-
local approximations to Ts

nad[ρ1,ρ2] in
which the functional depends explicitly on
the local value of electron density and its
gradient are too rude. In practice, such par-
titioning of a larger system into ρ1 and ρ2,
which corresponds to cutting through cova-
lent bonds, is beyond reach of such approx-
imations. 

4. Properties of Embedded Mole-
cules Studied Using Orbital-Free
Embedding Potential Vemb(KSCED)

Various computer implementations of
the ‘freeze-and-conquer’ approach apply-
ing the orbital-free embedding potential of
Eqn. (1) are possible. They can differ in the
approximation used for Ts

nad[ρ1,ρ2] and in
the origin of the embedding electron densi-
ty ρ2. Several authors followed the ‘freeze-
and-conquer’ approach of [12]. Stefano-
vitch and Truong used it in studies of mole-
cules adsorbed on metal oxide surfaces
[19]. Trail and Bird applied Eqn. (1) in cal-
culations where partitioning of the total
electron density into ρ1 and ρ2 was used to
separate valence and core electrons in a sol-
id [20]. Carter and coworkers combined or-
bital-free embedding potential of Eqn. (1)
with the ab initiodescription of the isolated
embedded subsystem [21]. In the following
part, we will review our recent applications
of the ‘freeze-and-conquer’ strategy using
the gradient-dependent approximation to
Ts

nad[ρ1,ρ2] developed in our group in 1997
[18].

One of its first applications was the
study of the effect of noble gas matrix on
the hyperfine structure of the Mg+ cation
[22]. This rather academic problem pro-
vides a challenging test for the approxima-
tion to the kinetic energy dependent part in
the orbital-free embedding potential of
Eqn. (1). The effect of the noble gas atoms
surrounding the Mg+ cation (either Ne or
Ar) on the spin distribution originates from
Pauli repulsion arising from the overlap be-
tween the electron density of Ne (or Ar) and
the highest occupied orbital of Mg+. Our
calculations, in which the matrix was repre-
sented by either Ar8 or Ne8 cage with frozen
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energy bi-functional for more complicated
systems such as those reviewed in the next
section.

4.1. Molecules Trapped in the Zeolite 
Small molecules such as CO are fre-

quently used as probes to obtain insight in-
to the local structure of metal binding sites
in zeolites [25]. The sign of the shifts and
the shape of IR bands provide the details
concerning the topology of the Si/Al re-
placement sites [26]. In our recent work on
the influence of the interaction with the
ZSM-5 zeolite framework on the stretching
frequency of CO adsorbed on alkali metal
cations, we demonstrated that the theoreti-
cal calculations could provide quantitative
predictions [27]. In these studies, the com-
plex Me+..CO (where Me = Li, Ne, or K)
was considered as ρ1 whereas the zeolite
framework represented as a cluster was
considered as ρ2 (see Fig. 2). Calculations
using a series of clusters of variable size to
represent the zeolite led us to the identifica-
tion of microscopic interactions contribut-
ing to the shifts of the stretching frequency
of the CO molecule trapped in a zeolite. It
was found that the interactions between the
bound CO and the wall of the channel op-
posite to the Si/Al replacement site as well
as long-range electrostatic interactions af-
fect the frequency of CO stretching by as
much as 30 cm–1. 

electron density (ρ2) whereas the cation
was represented as ρ1, predicted very accu-
rately the Fermi contact term of Mg+ in 
Ne and Ar matrices (Aiso

calc(Ne) = 222.7
gauss vs. Aiso

exp(Ne) = 222.4 gauss; 
Aiso

calc(Ar) = 209.8 gauss vs. Aiso
exp(Ar) =

211.6 gauss). Other areas of applicability of
the orbital-free embedding formalism in-
clude the studies of molecules physisorbed
on metal oxide surfaces. A straightforward
choice for subsystems is to represent the
physisorbed molecule as ρ1, whereas the
surface as the frozen electron density ρ2.
The effect of physisorption on the proper-
ties of the adsorbed molecules results main-
ly from the electrostatic interactions and
from Pauli repulsion [23]. Both effects are
described by our orbital-free embedding
potential: (a) electrostatic interactions are
represented by the exact functionals (two
first terms in Eqn. (1)) whereas (b) the Pauli
repulsion is represented through the 
approximate non-additive kinetic energy
functional (last term in Eqn. (1)). Our theo-
retical studies of the effect of physisorption
on the infrared spectra of CO physisorbed
on MgO or ZnO surfaces led to very accu-
rate predictions (agreement within few
cm–1) of the surface-induced shifts of the
CO stretching band [24]. The good numer-
ical results of the above studies provide a
justification of the use of the gradient-de-
pendent approximations of [18] to the rele-
vant approximate component of the total

Fig. 2. The CO molecule adsorbed at the cationic site in the Me-ZSM5 zeolite. The Me+..CO
complex is considered as ρ1 whereas the other highlighted atoms represent ρ2. The calculated
shifts of the CO stretching frequencies amount to 46 cm–1, 38 cm–1, and 17 cm–1 for Me = Li,
Na, and K, respectively. The corresponding shifts measured in the zeolite amount to 45 cm–1,
29–35 cm–1, 16–23 cm–1. More details can be found in [27].
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4.2. Physisorption of Molecular 
Hydrogen on Graphitic Surfaces

Adsorption of molecular hydrogen on
carbonaceous surfaces is a key element in
astrophysical theories aimed at understand-
ing the abundance of hydrogen in interstel-
lar space [28] and in development of hy-
drogen storage devices based on carbon
[29]. We studied the adsorption of molecu-
lar hydrogen on various polycyclic aromat-
ic hydrocarbons of increasing size used as
models of the infinite graphite surface (see
Fig. 3). It was found that the hydrogen mol-
ecule is adsorbed above the ring center and
can rotate rather freely. The calculated
binding energy of 1.27 kcal/mol is in excel-
lent agreement with available experimental
measurements (1.1–1.2 kcal/mol) [28].

4.3. Other Weak Intermolecular
Complexes

For weakly interacting complexes close
to their equilibrium, the minimization of the
total energy bi-functional depending on two
variables ρ1 and ρ2 leads to better interac-
tion energies than the corresponding Kohn-
Sham calculations [30][31]. Fig. 4 com-
pares the experimental dissociation ener-
gies in complexes involving carbazole with
the binding energies derived from KSCED
calculations [30]. Results obtained using
two levels of approximation in KSCED are
shown: (a) the gradient-free approximation
for Ts

nad[ρ1,ρ2] which was proposed as the
simplest parameter-free approximation in
our original work in 1993 [12] and the con-
ventional LDA approximation for Exc[ρ]
and (b) the gradient-dependent approxima-
tion for Ts

nad[ρ1,ρ2] developed in 1997 [18]
and the corresponding generalized gradient

Fig. 4. Comparison between the experimental dissociation energies and the calculated inter-
action energies in the complexes of the X…carbazole type (X = Ne, Ar, N2, CO, CH4). The
KSCED interaction energies were calculated using two levels of approximation to the relevant
functionals in the total energy bi-functional E[ρ1,ρ2]: (a) gradient-free functionals used in our
original paper [16] (empty squares), (b) recently developed [18] gradient-dependent functionals
(full squares). More details can be found in [30].

approximation for Exc[ρ]. Fig. 4 illustrates
the recent progress in the development of
first-principles based approximations to the
relevant functionals. Currently, we are ap-
plying the KSCED method in studies of the
structure of larger complexes formed by
larger organic molecules used in the con-
struction of nanocolumns [32].

4.4. Proton Transfer in the Enzyme’s
Active Center

Contrary to the examples discussed so
far, partitioning the total electron density of
a protein molecule into its ρ1 and ρ2 com-
ponents cannot avoid cutting through co-
valent bonds. Therefore, a straightfor-
ward application of the approximation to
Ts

nad[ρ1,ρ2] of [18] for the arbitrarily cho-

sen ρ1 and ρ2 is not appropriate. One of the
possible ways to avoid high ρ1–ρ2 overlaps
arising from cutting the covalent bonds is to
use artificial link atoms. Such computer im-
plementation of KSCED is in progress in
our group [33]. Another option is to use an
artificial cluster comprising only the amino
acids in the enzyme’s active center as a
model of the whole enzyme. Fig. 5 shows
the model used in our studies of the proton
transfer in carbonic anhydrase [34]. Com-
pared to full Kohn-Sham calculations, 
limiting the quantum description to the
Zn2+...H2O...H...H2O complex and repre-
senting the three histidine molecules as
frozen electron density ρ2 has a negligible
effect on the potential energy curve corre-
sponding to the proton transfer [34]. 

Fig. 3. The cluster model of the molecular hy-
drogen adsorbed on graphite surface. The H2
molecule is considered as one subsystem and
the cluster representing the surface as the
other one in the total energy bi-functional
E[ρ1,ρ2]. More details can be found in [31].

Fig. 5. The model of the active center in the
carbonic anhydrase. The three histidine mole-
cules are considered as one subsystem and
the Zn2+...H2O...H...H2O complex, which is in-
volved in the proton transfer reaction, as the
other one in the total energy bi-functional
E[ρ1,ρ2]. R indicates the rest of the polypep-
tide chain of the enzyme. In the calculations
reported in [34], R represents hydrogen.
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5. Conclusions and Future Outlook

We have reviewed the recent formal de-
velopments and applications of the ‘freeze-
and-conquer’ approach to study large sys-
tems. It was shown that the first-principles
based approximation to the kinetic energy
part of the embedding potential developed
in our group [18] is sufficiently accurate for
such systems where the overlap between
the electron density of the embedded sub-
system (ρ1) and the electron density of the
surrounding molecules (ρ2) is small. There-
fore, our method can be expected to be an
adequate and universal tool in such studies
where the primary interest concerns select-
ed molecules in larger complexes bound by
non-covalent interactions. Currently, we
are concentrating our efforts on a) theoreti-
cal progress in developing better approxi-
mations to Ts

nad[ρ1,ρ2] to extend the range
of applicability of the orbital-free embed-
ding [35], b) improving the computer im-
plementation of the orbital-free embedding
(better CPU efficiency and the evaluation
of other observables such as: NMR spectra,
Raman spectra, polarizabilities and hyper-
polarizabilities, etc.). 
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