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Challenges and Perspectives in 
 Bio molecular Simulations: From the 
 Atomistic Picture to Multiscale Modeling 

Michele Cascella*a and Matteo Dal Perarob

Abstract: We review the state-of-the-art in computational molecular simulations for biological systems. We limit 
our discussion to three fields: all-atom simulations, coarse-grained models, and novel multiscale approaches. 
While molecular dynamics simulations are broadly used in the community, major efforts continue to be spent in 
pushing the boundaries in both size and time limits as well as in improvement of commonly-used force fields. 
Parallel to all-atom simulations, in recent times the development of coarse-grained methods has flourished. Such 
techniques are able to describe biophysical features of macromolecular complexes through the use of simplified 
model potentials. Finally, multiscale models are introduced, giving some perspective about possible future de-
velopments in this new field. 
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1. Introduction

Molecular simulations have proved to be a 
successful method to describe (bio)chemi-
cal events. Among different possible ap-
proaches to modeling, all-atom molecular 
dynamics (MD) has been shown to provide 
a reasonable compromise between accura-
cy and computational cost.[1] The increase 
in computational power allows routine ap-
plication of such techniques to systems as 
large as 102 kDa in the multi-nanosecond 
timescale, using commodity or high-per-
formance-computing cluster facilities. In 
present times, the scientific community 
has been very active in developing new 

force-fields and protocols, as well as new 
algorithms, to increase both the accuracy 
and the performance of current MD codes. 
Nowadays MD is broadly used to describe 
molecular interactions in biological sys-
tems. Nevertheless, it remains in general 
too expensive to thoroughly investigate 
dimensional and dynamical scales that are 
critical to most of the biological processes 
both in vitro and in vivo. In fact, all fun-
damental biological processes necessary 
to life (e.g. protein folding, signal trans-
duction, DNA transcription, etc.), which 
are triggered by interactions at atomistic 
dimensionality, occur at very different ti-
mescales (from the femtosecond to the sec-
onds, and more), and span over different 
sizes (from few tens to millions of atoms). 
Such scales imply a dimensionality of the 
corresponding phase-space so large that its 
complete sampling by MD remains unaf-
fordable.[2]

To address such size/time scale issues 
various coarse-grained (CG) Hamiltonians 
have been recently developed for macro-
molecular systems.[3–11] In particular, the 
focus is on the development of force-fields-
like Hamiltonians based on bead models, 
which are in principle of general applica-
bility. Such models have been successfully 
applied to problems of great biological 
relevance, from membrane self-assembly 
and dynamics to protein folding.[12–17]  
Along these lines, the first CG models 
focused on simple hydrophobic-polar in-
teractions, which led to a series of models 
for lipid–water mixtures.[8,9] Currently, this 
same concept is being extended to the field 
of protein–membrane interactions.[18,19] In 
recent years, a consistent number of pub-
lications both on method development and 
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applications have emerged as relevant con-
tributions to the investigation of biological 
systems. This trend strongly suggests that 
such approaches to molecular simulations 
could lead to important breakthroughs in 
the near future.[2] Nevertheless, CG models 
for proteins still lack the required univer-
sality, especially towards potential-func-
tion transferability, which is crucial for 
fundamental properties, such as secondary 
structure modifications during conforma-
tional transitions. 

Despite the great potential of CG ap-
proaches, an atomistic-detailed description 
of molecular structures is still crucial when 
studying phenomena involving molecular 
recognition (e.g. receptor–ligand binding). 
These interactions are of fundamental im-
portance to establish functional protein net-
works able to control complex metabolic 
pathways. Recently, considerable efforts 
have been put into the development of nov-
el multiscale modeling (MSM) techniques 
that are able to couple atomistic Hamilto-
nians to CG models.[6,7,12,20–33] In particu-
lar, it has been shown that hybrid schemes  
(AA/CG), where only a portion of the 
system is treated at the atomistic-detailed 
level, can be implemented and successfully 
applied to proteins and protein–DNA com-
plexes.[10,11,34,35] Different approaches pres-
ent in the literature include parallel schemes, 
where information coming from models at 
different dimensionality are coupled togeth-
er,[24–27] adaptive resolution schemes, where 
the dimensionality of the systems is dynam-
ically tuned,[21,29,30,33] and multidimensional 
Hamiltonians, where different portions of 
the system are treated at different levels of 
resolution at the same time.[10,28,35] 

In this review, we want to provide a 
short overview of the challenges and per-
spectives in atomistic, coarse-grained and 
multiscale simulations (Fig. 1), using re-

cent highlights from the literature. For 
more extensive reviews on specific sub-
jects, we address the reader to more exten-
sive publications.[1,2,12,17,31,36]

2. Atomistic Simulations

The recent increase in computational 
power allows routine investigation, using 
atomistic resolution force fields, of biolog-
ical systems of the order of hundred thou-
sand atoms for times that typically reach 
the 102 nanosecond length. Therefore, cur-
rent challenges in molecular simulations 
focus on the investigation of processes 
and timescales that were precluded just a 
few years ago. Such achievement has also 
become possible thanks to the improved 
implementation and scalability of molecu-
lar dynamics codes broadly used by the 
community.[37–41]

Actual frontiers in time and size of 
all-atom simulations in published works 
can be substantially stretched from those 
typically achievable by routine compu-
tation. Large all-atom simulations have 
been performed on lipids showing bilayer 
self-assembly and dynamics, being able 
to study not only equilibrium properties, 
but self-assembly mechanisms as well.[42] 
Grubmüller and coworkers have recently 
investigated the molecular mechanism of 
membrane electroporation.[43] The study 
comprised the investigation of two systems 
of 128 or 512 palmitoyl-oleoyl-phosphati-
dylcholine lipids in explicit water. The to-
tal size of the simulated systems reached 
about 20,000/90,000 atoms. The smaller 
system was used to study pore formation 
kinetics, and its reduced size allowed for 
repetition of 48 independent MD simula-
tions for a total of about one millisecond. 
The bigger system, used to study pore 

stability, was simulated for a total of 50 
ns. Repeated simulations at different ex-
ternal field intensities showed that pore 
formation is accelerated by asymmetrical 
changes in the dipole orientations between 
the monolayers both in the lipid and in the 
wetting water. 

Schulten and coworkers have been 
pushing the study of very large biomolecu-
lar complexes within atomistic simulation 
up to the entire satellite tobacco virus.[44] 
Such simulation followed seeding studies, 
mainly at CG level, on viral capsid and oth-
er portions of viruses[45–47] and were able to 
report a first characterization of the physi-
cal properties of the whole virion. Such 
computations highlighted differences in 
capsid stability in the presence/absence of 
the RNA core, and proposed mechanisms 
of capsid assembly, stressing the impor-
tance of RNA.

Increase of size limits in atomistic 
simulations allows nowadays the study of 
membrane proteins by treating their native 
lipid bilayer environment at the same level 
of detail. The combined use of homology 
modeling and molecular dynamics enabled 
the study of cation transport through the 
channel of the muscle nicotinic acetilcho-
line receptor.[48] Repeated simulations at 
different membrane potentials showed that 
charge selectivity is achieved by electro-
static interactions, while translocation is 
governed by hydration and local structural 
fluctuations.

The usefulness of large-size simula-
tions relies also on the fact that direct 
comparison with experimental measure-
ments becomes more and more feasible. 
An outstanding example of direct exper-
iment–simulation interplay is given by a 
recently published study on the mechano-
sensitive channel of small conductance.[49] 
MD simulations predict ion conductance 
similar to that experimentally measured, 
showing strong spatial correlation for phe-
notypes losing or gaining function. Gating 
mechanisms related to helix tilting are also 
accurately described. 

Another possibility to combine experi-
mental data and atomistic simulations is 
the so-called molecular dynamics-flexible 
fitting protocol,[50–52] which allows atomic 
models to be obtained from low-resolution 
structures (e.g. cryo-electron microscopy 
maps). This technique allowed character-
ization of ribosome-induced conformation-
al changes in elongation factor Tu, which 
are functional to its GTPase activity.[53] 

Although the CPU power allows sys-
tems of very large size to be addressed, 
a complementary computational strategy 
is to use the available simulation time to 
study smaller systems for very long tim-
escales. Within this approach, different 
enhanced sampling techniques can be effi-
ciently used to study rare events.[54–61] With 

MscS

membrane

AA CG AA/CG

Fig. 1. Resolution models for molecular simulations. Pictorial views of the mechanosensitive 
channel (MscS, PDB code entry: 2OAU) at different resolution schemes: All-atom resolution (AA), 
two-bead coarse-grained (CG) and, hybrid all-atom/coarse-grained (AA/CG) models. Different 
colors correspond to the subunits of the channel. Atoms are drawn in ball-and-sticks, CG-beads 
in spheres. In AA, ribbon representation of the channel is superimposed to better clarify the 
secondary structure elements of the protein complex.
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possible to abandon the description at the 
atomistic detail of molecular events. In 
fact, the interplay between subtle changes 
in the atomistic conformation (change of 
H-bond pattern, isomerization, etc.) and 
large changes in supramolecular structures 
are the basis of many biophysical signaling 
mechanisms. Multiscale modeling (MSM) 
schemes, where all-atom and CG levels 
are used in synergy, represent therefore a 
promising new path to provide tools for 
the study of such problems. Following the 
labeling introduced by Voth and cowork-
ers,[12] they can be categorized in ‘serial’ 
schemes, where information at a given 
resolution is used to build up potential at 
another one, and ‘parallel’ schemes, where 
different resolutions coexist and influence 
each other. A key issue when building a 
‘parallel’ multiscale approach lies in the 
consistency between different descriptions 
at different resolutions. Recently, a series 
of new parallel MSM schemes, which 
solve such problem in different ways, has 
been presented.[6,7,12,20–24,26–32] In hybrid 
schemes, where portions of the system 
are treated at different levels, it is crucial 
to retain an accurate description of long-
range interactions, since they can signifi-
cantly influence the polarization and the 
structural orientation at atomistic level, 
being functional to the biological activ-
ity.[84] Therefore, hybrid AA/CG schemes 
(Fig 1.) should somehow incorporate the 
long-range electrostatic potential between 
the CG part and the all-atom portion. In 
particular, long-range electrostatic interac-
tions, crucial in many biological processes, 
are the most difficult to model by CG pro-
cedures, because they are influenced by the 
environment (pH, ionic strength, etc.) and 
because they have a strong dipolar nature, 
which severely limits description using 
simple radial potentials. 

Voth and coworkers have shown that 
coarse-grained potentials can be rigor-
ously determined from atomistic scale 
interactions through a force-matching ap-
proach. Such a procedure implies an initial 
all-atom classical MD run, over which the 
CG potential is fitted to reproduce all-atom 
forces.[7,23] The CG Hamiltonian obtained 
by such a scheme is not based on thermo-
dynamic quantities, and is therefore gen-
eral, unbiased towards the specific simu-
lated thermodynamic conditions, and it is 
in principle able to correctly describe long-
range interactions. The method has been 
successfully applied to construct models 
for different lipophilic/hydrophilic sys-
tems and distinct peptide structural moi-
eties.[11,32] In practice, the quality of such 
a coarse-graining procedure is determined 
by the efficacy of the underlying all-atom 
MD to sample the relevant phase-space of 
the system. This may be more stringent 
when studying large macromolecular com-

respect to folding from MD,[62] significant 
results have been reported for small pro-
tein domains like the villin headpiece,[63–65] 
WW domain[66] or the tryptophane cage.[67] 
Another outcome of this strategy is the re-
vamped interest for the community for the 
improvement and development of current 
force fields. In fact, the quality of such po-
tentials has been challenged by the stabil-
ity of long-integrated equation of motion. 
Very recently, contributions have been 
made to improve the reliability of the AM-
BER force-field[68] and DNA models.[69]

3. Coarse-grained Simulations 

In order to simultaneously extend the 
boundaries of time and size in molecular 
simulations, one can think to abandon the 
atomistic representation for a coarser de-
scription of molecular systems. From the 
original framework of elastic networks 
used by Go and Scheraga[3,70] to describe 
protein folding, more recent models make 
use of beads (representative of groups of 
atoms), which interact through effective 
force field-like potentials. Successful mod-
els using this idea were first introduced to 
describe polar/non-polar interactions, such 
as lipid self-assembly processes in a water 
environment.[8,9,42] Based on these and other 
works, Klein and coworkers have recently 
proposed a new generation of CG models 
able to study large aqueous surfactant solu-
tions,[8,9,71,72] which can contain more than 
one million CG particles (i.e. ~10 millions 
atoms), and can be simulated for timescales 
approaching relevant experimental regimes. 
Marrink and coworkers have recently devel-
oped a second version of their CG model 
for lipids,[4] which has been used to inves-
tigate several relevant properties concern-
ing biological membranes;[19,73–75] e.g., they 
were able to closely reproduce experimental 
results concerning phase separation of mix-
tures of saturated/unsaturated lipids together 
with cholesterol, and show the molecular-
detailed representation of raft-like lipid do-
mains, which can be relevant to understand 
the self-assembly process of membrane–
protein complexes.[76]

Based on these pioneering works, po-
tentials based on similar philosophy have 
been recently extended to proteins[20] and 
nucleosomes.[77–79] The MARTINI force 
field has been indeed generalized for pep-
tides,[5] using a 4-to-1 mapping (on aver-
age four heavy atoms are represented by 
a bead), and accounting for four types of 
interactions based on the electrostatic na-
ture of residues. The model has been used 
in the past year to study very large mem-
brane–protein complexes, and gave very 
promising results for the study of relevant 
structural rearrangements functional to 
many biological processes. For example, 

the structural modifications upon transi-
tion to the conductive state have been un-
veiled within the microsecond timescale 
for the mechanosensitive channel.[19] For 
the voltage-gated Kv1.2 channel, Treptow 
et al.[18] proposed that the gating mecha-
nism is principally promoted by transmem-
brane helical displacement of the channel. 
A slightly modified model based on the 
MARTINI force field is used by the group 
of Mark Sansom in the noteworthy effort 
of bringing CG simulations of membrane 
proteins to the high-throughput regime. A 
database collecting CG MD simulations 
(~150, each of the length of ~200 ns) of 
a large part of currently known structures 
of membrane proteins is available to the 
community and constantly updated at the 
following URL address, http://sbcb.bioch.
ox.ac.uk/cgdb.

Even simpler approaches of coarse 
graining protein potentials have been pro-
posed, e.g. those based on a single bead 
representation of amino acids[20] and nu-
cleosomes.[77,78] One example is proposed 
by Tozzini et al.,[17] who mapped the di-
hedral degrees of freedom for the protein 
backbone in the all-atom description into a 
one-bead model. Despite its simplicity, this 
model is able to describe secondary struc-
ture transitions and large conformational 
rearrangements as in the case of substrate 
binding and product dissociation in HIV-1 
protease.[79]

Bead-based potentials, which typically 
describe a portion or an entire amino acid, 
can be extended to describe structural do-
mains or even single proteins in multi-mo-
lecular assemblies. Schulten and cowork-
ers have used a sh-based coarse graining 
protocol for structural domains[20] to study 
the assembly of large systems, such as vi-
ral capsids,[45] bacterial flagellum,[80] BAR 
domains,[20] and large membrane leaflets 
on a multi-microsecond timescale.[81] Us-
ing neural networks to assign CG beads to 
structural domains it is possible to repro-
duce the shape of the protein with a mini-
mal number of particles, and thus to study 
the dynamics of large networks of inter-
acting assemblies. A similar philosophy, at 
a larger scale, has been recently used by 
Sali and coworkers to model the structural 
determinants of the nuclear pore com-
plex,[82,83] integrating in the modeling pro-
cedure all the available experimental-based 
spatial restraints on the single subunits (i.e. 
stochiometry, X-ray and cryo-EM density 
maps, etc.) to reach a consistent model of 
the entire macromolecular complex.

4. Multiscale Simulations

Despite the possibility of pushing 
time- and size-scales in CG representa-
tions of biomolecules, it is not always 
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plexes, which present long characteristic 
timescales. 

We have recently proposed a topologi-
cal scheme to reproduce the all-atom elec-
trostatic field from structural CG informa-
tion.[85] The proposed model reconstructs 
the orientation of the backbone dipoles 
using their statistical orientation in protein 
structures available in the Protein Data 
Bank, using the angle formed by three 
consecutive a-carbons as a simple order 
parameter (Fig. 2). This method is not 
computationally expensive, can be easily 
generalized to side-chains, and it is fully 
consistent with respect to protein motion, 
and therefore can be implemented in any 
MD algorithm. Moreover, long-range in-
teractions produced within such a scheme 
are intrinsically anisotropic, suggesting its 
possible usefulness also in the develop-
ment of more universal CG force-fields.

5. Concluding Remarks 

Molecular simulations, pushed by 
both the constant increase in computa-
tional power and the birth of new methods 
and algorithms, nowadays present them-
selves as powerful tools to investigate liv-
ing matter at subcellular dimensionality. 
While more expensive atomistic simula-
tions push constantly the boundaries in 
terms of feasibility, multiscale methods, 
which couple coarse-grained models to 
atomistic resolution, are at present the 
most promising new strategy to allow a 
significant leap towards new scales and 
dimensionalities. On the experimental 
side, proteomics techniques are progress-
ing very fast to enable the characteriza-
tion of large systems, however what is still 
missing for a complete comprehension of 
the biological function is the atomistic 
dynamical picture of the macromolecular 
assemblies of which they are constituted. 
The only accessible way to access this 
level, having the opportunity to develop 
strategies to interfere with these networks, 
is through current structural biology tech-
niques. For this reason, the possibility to 
computationally predict the network of 
molecular interactions is very desirable 
for the advance of life sciences.
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