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Abstract: The Laboratory of Computational Chemistry and Biochemistry is active in the development and appli-
cation of first-principles based simulations of complex chemical and biochemical phenomena. Here, we review 
some of our recent efforts in extending these methods to larger systems, longer time scales and increased ac-
curacies. Their versatility is illustrated with a diverse range of applications, ranging from the determination of 
the gas phase structure of the cyclic decapeptide gramicidin S, to the study of G protein coupled receptors, the 
interaction of transition metal based anti-cancer agents with protein targets, the mechanism of action of DNA 
repair enzymes, the role of metal ions in neurodegenerative diseases and the computational design of dye-sen-
sitized solar cells. Many of these projects are done in collaboration with experimental groups from the Institute 
of Chemical Sciences and Engineering (ISIC) at the EPFL.
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Introduction

Recent developments in the computational 
sciences introduce the possibility of study-
ing a diverse range of biologically rel-
evant problems in chemistry and physics. 
In particular, first-principles Molecular 
Dynamics (MD)[1,2] has become a very 
successful and widespread method for 
the study of chemical and biochemical 
reactions in complex environments.[3] 
However, despite the rapid advances of 
computer simulations, numerous limita-
tions continue to encumber their applica-
tion to biological phenomena, in which 
restrictions are mainly due to tractable 
system size, accessible time window/sam-
pling and limited accuracy. 

Since its foundation in 2002, the 
Laboratory of Computational Chemistry 

and Biochemistry has made efforts to 
overcome these hurdles. To address the 
system size problem, we have been ac-
tive in the development of mixed Quantum 
Mechanical/ Molecular Mechanical (QM/
MM) MD methods,[4,5] which provide a 
means to study chemical reactions in light 
of the protein environment. While con-
sidering the entire protein in an ab initio 
MD framework would require an exorbi-
tant amount of computational resources, 
a mixed QM/MM framework overcomes 
this limitation by describing only the sub-
set of catalytically active atoms by quan-
tum mechanics and the rest of the systems 
at the more expedient level of a classical 
force field. In addition, the development of 
nonadiabatic MD based on time-dependent 
density functional theory (TDDFT)[6–9]  
and its combination with a QM/MM 
framework has opened a new avenue for 
first-principles studies of the dynamics 
of molecular systems in electronically 
excited states, as it offers a computation-
ally affordable way for the calculation of 
excited potential energy surfaces (PESs), 
atomic forces, and nonadiabatic couplings 
as a functional solely of the ground state 
density (or equivalently of the correspond-
ing Kohn-Sham orbitals).

Besides various enhanced sampling 
techniques,[10–12] improvements in simula-
tion times can be achieved via force match-
ing approaches, in which atomic forces ob-
tained for the QM subsystem in a QM/MM 

setup are used to enhance the accuracy of 
classical force fields. 

In addition, the development of 
Dispersion Corrected Atom-Centered 
Potentials (DCACPs)[13–16] has improved 
dramatically the description of weakly 
bound compounds (van der Waals com-
plexes) within Density Functional Theory 
(DFT) calculations (in full quantum as 
well as QM/MM setups). 

Over the years, our group has been ac-
tive in developing QM/MM and ab initio 
MD methods, such as these, and we have 
used the advancements of these approach-
es to embrace a wide range of study for 
a variety of biological systems, varying in 
size from less than a hundred atoms, such 
as a drug molecule, to more than a hundred 
thousand atoms, such as a lipid membrane 
protein, and time scales, extending from 
attoseconds to microseconds. 

Methods

Extending System Size: Mixed 
Quantum Mechanical/Molecular 
Mechanical Simulations in Ground 
and Excited States

A complete description of a chemical 
reaction can often not be obtained if its en-
vironment is neglected and it is well known 
that solvent molecules, cell membranes or 
protein matrices can have a large effect on 
potential energy surfaces. In our approach, 
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of few tens of ps), classical MD simula-
tions are mandatory to capture the slow 
(ns-µs time scale) distortions of the DNA 
helix (Fig. 1).

Despite the success of the force-
matching scheme for classical force fields 
parameters, in some cases one cannot 
completely ignore the quantum character 
of the electronic degrees of freedom. For 
this reason, we are currently working on 
a force-matching protocol for the on-the-
fly parameterization of a semi-empirical 
quantum Hamiltonian that can be used 
to simulate biochemical reactions with 
sufficient sampling times to explore the 
chemical space effectively during slow 
conformational rearrangements in macro-
molecules.

Increasing the Accuracy of DFT: 
Dispersion Corrected Atom 
Centered Potentials

The inability to capture weak interac-
tions (London forces) is known to be one 
of the significant flaws of DFT based on 
approximate exchange correlation func-
tionals.[29,30] Recently, we proposed a new 
method, Dispersion-Corrected Atom-
Centered Potentials (DCACP), that enables 
a highly accurate description of dispersion 
interactions when conventional DFT is 
used.[13] These atom-centered potentials 
that correct standard generalized gradient 
approximation (GGA) functionals have a 
simple analytic form, identical to the non-
local part of the atomic pseudopotentials 
developed by Goedecker et al.[31] as shown 
in Eqn. (4) where r = r – R

I
 is the dis-

tance from the electron to the position of 
the nucleus I and the normalized projector, 
embraced by spherical harmonics,

pl (r)� r
l
exp �r

2
(2� 2

2
)[ ] symb a

is centered on the position of nuclei I. In 
the current version of the DCACP library 

we separate the global system into two 
distinct parts: an active part (described at 
the DFT or Linear Response (LR)-TDDFT 
level of theory) and a classically described 
environment. Such a partitioning is 
named QM/MM for Quantum Mechanics/
Molecular Mechanics, highlighting the 
quantum description of the electrons in the 
active part and the corresponding classical 
approximation to describe the environ-
ment. 

In our hybrid QM/MM MD ap-
proach,[4,5] the total Hamiltonian of a QM/
MM system is

pl (r)� r
l
exp �r

2
(2� 2

2
)[ ] symb a

(1)

where H
QM/MM

 describes the interaction be-
tween the QM and the MM part. H

QM/MM
, 

the coupling Hamiltonian, can be divided 
into a bonded term, if covalent bonds exist 
between the QM and the MM subsystems, 
and a non-bonded term (Eqn. (2)) where R

i
 

is the position of MM atom i with the point 
charge q

i
, ρ is the total charge density of 

the quantum system (electronic and ionic), 
and ννdW

(R
ij
) is the van der Waals interac-

tion between atoms i and j (see ref. [3] for 
more details). 

In the employed QM/MM scheme, the 
van der Waals interaction term is simply 
taken from the classical force field. The 
Coulomb term is described at the QM level 
by replacing the classical point charges of 
the MM atoms by a suitable (smoother) 
charge distribution. For reasons of numeri-
cal efficiency, the electrostatic interaction 
between the QM system and the more dis-
tant MM atoms (outside a certain cutoff 
distance from any QM atom) is included 
via a Hamiltonian term explicitly coupling 
the multiple moments of the quantum 
charge distribution with the classical point 
charges. For details of the implementation 
see refs [3–5]. 

For QM/MM simulations in an excited 
electronic state I, the ground state elec-
tronic density contained in ρ in Eqn. (3) is 
supplemented by the linear response den-
sity δρ

el
I (see ref. [17]). QM/MM simula-

tions of excited states open the door for the 
study of light-induced ultrafast phenomena 
like non-radiative decays or photochemi-
cal reactions.

Including Nonadiabatic Effects
When excited states are explic-

itly considered in dynamics, the Born-
Oppenheimer approximation can break 
down and nonadiabatic effects need to be 
explicitly incorporated in the nuclear prop-
agation. There are a variety of different 
methods to serve this purpose. Tully’s tra-
jectory surface hopping[18] and Ehrenfest 
dynamics[19] are among the most widely 

used. These two methods require ground 
and excited state potential energy surfaces, 
the forces on the nuclei,[20] and nonadia-
batic coupling terms. We have shown that 
LR-TDDFT can be used for the calcula-
tion of nonadiabatic coupling vectors.[6–8] 
Therefore, LR-TDDFT is our electronic 
structure method of choice for nonadia-
batic dynamics.[21–23] This approach has 
been validated by numerous applications, 
for example the isomerization of excited 
protonated formaldimine,[22,24] the photo-
chemical ring-opening of oxirane,[25] laser-
induced excitations of small molecules[26] 
with future extension to local control theo-
ry, or ultrafast relaxation of ruthenium (ii) 
trisbipyridine in water[17] (see ref. [9] for 
more examples).

Towards Longer Time Scales: On 
the Fly Force Matching

Recently, we have developed an auto-
mated on-the-fly force matching approach 
for the parameterization of classical force 
fields from QM/MM data.[27] This method 
uses a QM/MM trajectory to extract the 
quantum forces acting on the different at-
oms. These are then used as a reference for 
the optimization of the force field param-
eters through the minimization of a penalty 
function based on the difference between 
the quantum and the classical forces

pl (r)� r
l
exp �r

2
(2� 2

2
)[ ] symb a

(3)

where the index l runs over all selected con-
figurations along the QM/MM trajectory. 

We applied force matching to the param-
eterization of a new anticancer azole-bridged 
platinum compound binding to DNA.[28] 
Since large-scale conformational chan ges 
cannot be observed during QM/MM MD 
runs (due to the short maximal time scale 

pl (r)� r
l
exp �r

2
(2� 2

2
)[ ] symb a

(2)

Fig. 1. Superposition of average QM/MM (purple) and classical forced-matched MD structures of 
three dinuclear Pt-drug-DNA complexes. Force-matched classical MD structure is in ball and stick 
and QM/MM structure in sticks for the drug-DNA moiety.



EPF LausannE CHIMIA 2011, 65,  No. 9  669

peptides, the metabolites of the amyloid 
precursor protein. The amyloid plaques are 
known to contain large amounts of Cu ions. 
Even though Aβ-Cu complexes have been 
studied extensively,[41–45] there are some 
aspects that remain unclear, such as the 
exact nature of the Cu coordination sphere. 
To shed light on these issues, we are work-
ing in collaboration with the experimental 
group of H. Girault at the EPFL to study 
Aβ16 and Aβ16-Cu(I) in gas phase with 
classical as well as QM/MM simulations 
(Fig. 2). 

Metallo Anti-Cancer Drugs
The field of anti-cancer metallodrugs 

has been traditionally dominated by clas-
sical drugs like cisplatin [Pt(Cl)

2
(NH

3
)

2
]. 

The mode of action of these compounds 
relies on their binding to DNA, thus block-
ing the metabolism of rapidly dividing 
cancer cells, but also inflicting damage 
on healthy cells, causing undesirable side 
effects. Therefore, non-classical chemo-
therapeutic strategies have gained signifi-
cant prominence by targeting the specific 
cellular signaling pathways that cancer 
cells depend on for growth, proliferation, 
metastasis, and angiogenesis.[46,47] One 
of the preferential targets for non-clas-
sical anticancer drugs is the Glutathione 
S-Transferase (GST) P1-1 enzyme (Fig. 
3), which is often found over-expressed 
in solid tumors. Its main function is the 
detoxification of toxic compounds in the 
cytoplasm. In addition, GST P1-1 also 
regulates the mitogen-activated protein 
(MAP) pathway, involved in cellular sur-
vival and cell death signaling. Several 
organometallic GST inhibitors showing 
anti-tumoral properties have been recent-
ly synthesized in the group of P. Dyson 
at the EPFL and the corresponding GST 
pro-drug adducts have been character-
ized.[48,49] However, in spite of the wealth 
of structural information provided by the 

we obtain accurate results using only one 
projection channel (l = 3). Inclusion of 
more channels leads to the improvement 
of the tail of the interaction curve.[14] Using 
DCACPs greatly improves the interactions 
of base stacking and hydrogen bonding in 
biomolecules[15] and the DCACP approach 
signi ficantly improves the BLYP description 
of liquid water both for structural (e.g. radial 
pair correlation functions) and dynamical 
(e.g. self-diffusion coefficient and orienta-
tional correlation times) properties.[16]

Applications
In the following, we briefly report some 

applications of the methods described 
above. These examples demonstrate the 
range of possibilities offered by these ap-
proaches in the study of biological and 
chemical processes both in the gas phase 
and in complex environments (modeled at 
a classical molecular mechanical level or at 
a quantum mechanical level). 

Benchmarking the Performance 
of Computational Methods: Gas 
Phase Structure of Gramicidin S

Gramicidin S (GS) is a cyclic decapep-
tide that acts as a naturally occurring anti-
biotic.[32,33] In this project, high-level the-
ory was used in conjunction with cold-ion 
spectroscopy performed by the group of T. 
Rizzo at the EPFL to solve the conformer-
selective gas-phase structure of GS.[34] 

On the computational side, we per-
formed extended MD simulations to sam-
ple the configurational space. The explo-
ration was guided by structural restraints 
derived from electrospray ionization mass 
spectrometry, and laser spectroscopy at ul-

tracold temperatures. The structures isolat-
ed by this directed search were optimized 
using DFT, and frequencies of the lowest 
energy structure were confirmed to be in 
good agreement with the infrared spectrum 
of the most abundant conformer.[35] As far 
as we know, gramicidin S exemplifies the 
largest molecule whose gas-phase struc-
ture has been solved.

Prion Protein and Amyloid β 
Peptides

Neurodegenerative diseases, such as 
Parkinson’s, Huntington’s, Alzheimer’s 
and Creutzfeldt-Jakob disease, are charac-
terized by the formation of protein plaques 
in the brain, resulting from the accumula-
tion and aggregation of insoluble proteins. 
As a consequence, the neurons in the central 
nervous system are seriously damaged.[36] 
Moreover, the plaques contain certain 
metal ions, which seem to be crucial to the 
onset of the disease.[37,38] 

We have studied two proteins and their 
complexes with transition metal ions, 
which are involved in the development of 
these diseases, namely the Prion Protein 
PrPc and the amyloid β peptide Aβ16. 

PrPc is the cellular prion protein, 
whose misfolded form (PrPSc) aggregates, 
leading to the development of a number of 
neurodegenerative diseases. We have in-
vestigated the binding of Cu(ii),[39] Mn(ii) 
and Zn(ii)[40] ions to the C-terminal struc-
tured domain of mouse PrPc. We were able 
to localize the preferred metal binding sites 
and suggest a possible role of metal ions in 
metal assisted protein aggregation.

Alzheimer’s disease is brought about 
by the aggregation of beta amyloid (Aβ) 
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2
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(4)

Fig. 2. Binding Site of Cu(I) in Aβ16 (gas phase, left), and a Cu(II) binding site in mouse PrP (right). Fig. 3. Glutathione S-Transferase P1-1.
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X-ray structures, many details about the 
mode of action of these drugs are still un-
known. To gain the knowledge required 
to guide further experimental investiga-
tions and assist the rational development 
of more effective and targeted anticancer 
drugs, we are currently investigating both 
the sequence of events involved in the in-
hibitor-enzyme recognition process, and 
the activation mechanism caused by the 
covalent binding of the pro-drug to its 
target enzyme by means of a mixed ap-
proach based on classical and QM/MM 
MD simulations.

DNA Repair Enzymes
The integrity of intracellular DNA is 

constantly being challenged by various 
forms of stress such as reactive oxygen 
species, produced during aerobic respira-
tion, or from the environment in the form 
of ultraviolet radiation. As a result of 
oxidation, single or double-strand lesions 
arise in the DNA molecule in addition to 
oxidative transformations, which affect the 
nucleotide bases or sugar phosphates. Base 
excision repair glycosylases have recently 
been identified as the class of enzymes that 
provide the main form of defense against 
most types of lesions in DNA, including 
oxidation of guanine residues into radical 
7,8-dihydro-8-oxoguanine, alkylation, hy-
dration, deamination and cyclo-addition in 
pyrimidine dimers.[50] 

Despite intense studies,[51–53] the cata-
lytic mechanisms of many DNA repair 
enzymes are still not established. Using 
a hybrid QM/MM scheme, as detailed in 
the methods section, allows for the in-
vestigation of chemical reactions such as 
these, in which a complex environment 
must be taken into consideration. Using 
this framework has enabled the study of 
the DNA repair enzyme endonuclease IV 
and the ultrafast process involving the 
DNA repair photolyase splitting reaction 
of the UV-induced thymine dimer.[54,55] 
The catalytic mechanism of the MutY 
glycosylase enzyme is now being inves-
tigated to elucidate the structural features 
of the ordered water molecules in the ac-
tive site and their contribution to the cata-
lytic mechanism.[55,56]

Signal Transduction in G Protein 
Coupled Receptors

G protein coupled receptors (GPCRs) 
are a large eukaryotic protein family of 
transmembrane receptors that react to a 
signal coming from the outside of the cell 
to generate a cellular response through 
the activation of a signal transduction 
pathway mediated by a heterotrimeric G 
protein. The function of these receptors 
is regulated via the binding of endog-
enous or exogenous ligands that can ei-
ther lead to activation (agonists) or inac-

tivation (inverse agonists or antagonists). 
However, only recently, determination of 
the crystal structures of diffusible ligands 
GCPRs, the β2 and β1 adrenergic recep-
tors (βARs)bound to inverse agonists/an-
tagonists, has provided an atomic view 
of the ligand binding mode[57,58] as well 
as of the overall three-dimensional struc-
ture. 

Using force field based classical MD, 
we have followed the μs time evolution 
of βARs under different external condi-
tions. Within this approach, the non-native 
modifications induced by the different 
engineering techniques used for crystal-
lization have been identified[59] and some 
of the mechanisms through which these 
receptors have managed to optimize their 
function through evolution have been de-
scribed and quantified. In detail, this has 
led to suggest a possible agonist binding 
mode to βARs[60] and to identify crucial 
micro-switches during receptor activa-
tion,[61] also in comparison with the evolu-
tionary related GPCR, rhodopsin.[62] 

Improving the Efficiency of Dye-
Sensitized Solar Cells through 
Computational Dye Design

LR-TDDFT has become an impor-
tant tool for the design of new molecules 
exhibiting tailored spectral properties. 
Important examples of such systems are 
dye-sensitized solar cells,[63] whose effi-
ciency relies strongly on absorption fea-
tures of the adsorbed dye. In collabora-
tion with the group of M. Graetzel at the 
EPFL, we are using LR-TDDFT to de-
velop a novel library of chemical ligands, 
which, once complexed to ruthenium, 
enhance the overall absorption under so-
lar radiation (Fig. 4).[64] Furthermore, we 
are interested in creating a more realistic 
environment for the dyes with an explicit 
description of solvent molecules and tita-
nium dioxide nanoparticles, together with 
a dynamical description of the injection 
process.

Conclusion and Outlook

Computer simulations based on a 
first-principles quantum mechanical de-
scription have reached a level that can 
provide realistic and predictive descrip-
tions of complex chemical and biologi-
cal phenomena. With the continuously 
increasing computer power in combina-
tion with new methodological develop-
ments such as the ones described here we 
hope to push the frontiers even further and 
provide more and more reliable computer 
experiments as possible guides to experi-
mental efforts.
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