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Abstract: The implementation of local control theory using nonadiabaticmolecular dynamicswithin the framework
of linear-response time-dependent density functional theory is discussed. The method is applied to study the
photoexcitation of lithium fluoride, for which we demonstrate that this approach can efficiently generate a
pulse, on-the-fly, able to control the population transfer between two selected electronic states. Analysis of the
computed control pulse yields insights into the photophysics of the process identifying the relevant frequencies
associated to the curvature of the initial and final state potential energy curves and their energy differences. The
limitations inherent to the use of the trajectory surface hopping approach are also discussed.
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1. Introduction

Through the interaction with an exter-
nal perturbing field, molecular systems
can be electronically promoted into an ex-
cited state. The ensuing dynamics, which
is often characterized by the breakdown
of the Born-Oppenheimer approximation
through the action of sizeable nonadia-
batic couplings between electronic states,
play an important role for a wide range of
applications. To understand the dynam-
ics of these ultrafast relaxation processes
in molecules, nonadiabatic molecular dy-
namics (MD) schemes, such as the widely
used Tully’s Fewest Switches Trajectory
Surface Hopping (TSH),[1] constitute a
valid approach because it allows for an
unbiased investigation of systems with a

large number of degrees of freedom. In
this approach, the nuclear wavepacket is
discretized into a swarm of independent
classical trajectories and propagated in-
dependently according to the classical
Newton equation. Although this neglects
all nuclear quantum correlation effects,
the ability of this approach to accurately
describe nonadiabatic dynamics has led to
it becoming a widely used approach with
successful applications to a range of prob-
lems.[2]

In contrast to nuclear wavepacket prop-
agation schemes,[3] the spatial locality of
the potential governing the time-evolution
of the trajectories makes these approaches
ideal for an on-the-fly implementation in
an ab initio molecular dynamics scheme
since, at any instant of time, energies and
nuclear forces are only required at a single
position in configuration space. As a con-
sequence, TSH has been coupled with a
variety of electronic structure methods.[4]
Important in the context of this work is
its implementation within the Linear-
Response Time-Dependent Density
Functional Theory[5] (LR-TDDFT) frame-
work, which makes the simulation of me-
dium to large systems possible.[6]

For systems exposed to external pertur-
bations, simulations are usually performed
without the explicit inclusion of the (time-
dependent) interaction between the per-
turbing field and the system of interest. In
most cases, the simulations are started in
the Franck-Condon region after an ad hoc

excitation to a resonant state. However for
the retrieval of fine spectroscopic details
it can be important to explicitly study the
interaction between the perturbing field
and the dynamics of the system in ques-
tion. Beyond this, by modulating the prop-
erties of the applied field it is possible to
selectively drive the system into a region
of interest in configuration space, yielding
a control mechanism that may be used for
a wide variety of applications, including
the selection of specific photochemical
products and the generation of molecules
in predefined excited states for subsequent
use in experiments (see for example ref.
[7]).

Coherent control of molecular sys-
tems, pioneered in the mid-1980s by
the Tannor-Rice pump-dump[8] and the
Brumer-Shapiro[9] schemes, is most com-
monly simulated using optimal control
theory (OCT).[10] Here, the external field
is optimized using a variational principle
combined to an iterative process, which re-
quires forward and backward propagations
in time. Despite its success and its close
analogy to the learning algorithm used ex-
perimentally, the repeated propagation of
the system back and forth in time makes
it computationally extremely expensive.
Alternatively, we have recently imple-
mented an approach[11] based upon Local
Control Theory (LCT).[12] In contrast to
OCT, LCT is based on the dynamics of
a defined target (a quantum mechanical
expectation value) and a control pulse is
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the dynamics into a chosen electronic state,
which can induce a desired photochemical
reaction. Based on LCT, an electric field
can be generated and applied on-the-fly
along the dynamics, in a way that the popu-
lation |C

i
(t)|2 of a given electronic state i is

maximized. Such electric field obeys Eqn.
(4) at each nuclear time step[11]where only
information about the instantaneous state
of the molecular system at time t is need-
ed. The additional parameter, λ ∈ which
is system-dependent, is used to modulate
the strength of the control pulse.

3. Application to Lithium Fluoride

In a recent work,[11] we have discussed
the local control theory applied to lithium
fluoride (LiF), where the electric field was
shaped to specifically populate the S

2
state.

The electronic energies, nonadiabatic cou-
plings, transition dipole moments, and
forces on the nuclei were computed within
DFT and LR-TDDFT (within the Tamm-
Dancoff Approximation, TDA) with the
PBE functional.[11] Here, we use the same
system but a weaker pulse such that the dy-
namics of the molecule can be ‘recorded’
over a larger timeperiod.Obtainingaweak-
er pulse within LCT is a simple task, which
is achieved by decreasing the value of the
parameter λ, here set to 0.05 (it has been
shown that the λ parameter can strongly
affect the underlying control process and
the resulting shaped pulse[12]). Two dif-
ferent LCT/TSH trajectories have been
calculated, whose initial conditions have
been obtained from a Born-Oppenheimer
molecular dynamics of LiF at 150K in its
electronic ground state.

The first trajectory (Fig. 1) shows
a gradual increase of the S

2
population

(|C
2
(t)|2) due to the applied shaped elec-

tric field, and once the population reaches
approximately 50%, the trajectory hops
from the GS to S

2
(after 366fs of dynam-

ics). Following this, the trajectory relax-
es in S

2
and the shaped pulse exhibits a

down-chirping, which corresponds to the
decreasing excitation frequency between
the GS and S

2
(Fig. 1, upper panel). This

change in the field frequency is due to the
underlying classical dynamics of the TSH
trajectories and their sudden hops. Hence,
taking the Fourier transform of the first
part of the LCT pulse until the trajectory
hops produces a spectrum dominated by
frequencies representative of the dynam-
ics in the Franck-Condon region of the GS
(light grey spectra in the inset of Fig. 1).
These frequencies correspond to the gap
between the GS and S

2
along the dynamics.

On the other hand,when the overall pulse is
Fourier transformed, lower frequencies are
observed, which provide information on
the relaxation into the S

2
state. This effect

calculated on-the-fly (using only instanta-
neous or local properties of the dynamics),
so that to ensure the desired increase (or
decrease) of the expectation value of the
target quantity at each instant of time. As
the shaped electric field is calculated and
applied on-the-fly, this approach is well-
suited for ab initio molecular dynamics
because the electronic energies, nuclear
dynamics and effect of the external per-
turbation can all be obtained from a single
nuclear propagation.

In this article, we briefly review the
basic ideas of LCT within the framework
of trajectory surface hopping ab initiomo-
lecular dynamics, which is then applied
to study the controlled photoexcitaiton
of LiF. We show that LCT is able to ef-
ficiently control this photoexcitation pro-
cess, and that the calculated control pulse
contains interesting information about the
shape of the potential energy curves and
about the nuclear motion contained within
the dynamics. Finally, we highlight char-
acteristics of the pulse that arise from the
approximations used within surface hop-
ping molecular dynamics, in particular the
neglect of correlation between the trajec-
tories and the lack of decoherence of the
complex amplitudes along a single trajec-
tory.

2. Theory

TSH portrays the nonadiabatic dynam-
ics of a nuclear wavepacket as a swarm
of independent classical trajectories, each
having the possibility to hop between elec-
tronic states according to Tully’s surface
hopping switching probability.[1,4] For any
one trajectory within the swarm (labeled
with α) the dynamics is initiated in a giv-
en electronic state (j), and the nuclei are
evolved in time based on classical forces
obtained from the Newton equation of mo-
tion (Eqn. (1)) where E

j
el,α represents the

electronic energy of the molecular system
at the position of the classical trajectory α,
in electronic state j (F and R are symbols

for collective nuclear forces and coordi-
nates, respectively). The trajectory evolves
purely adiabatically with forces evaluated
from state j. The amount of nonadiabatic-
ity along the nuclear dynamics is moni-
tored by a set of time-dependent complex
amplitudes {C

j
}, which evolve according

to Eqn. (2). Eqn. (2) is obtained from the
time-dependent Schrödinger equation fol-
lowing several approximations (see refs.
[4,13] for additional information). At the
beginning of the dynamics only the ampli-
tude corresponding to the initial electronic
state (C

j
α ) is non-zero. The complex am-

plitudes evolve coherently on the support
of the classical trajectory, explicitly taking
into account the nonadiabatic effects be-
tween electronic states j and i through the
nonadiabatic coupling vectors d

ji
( R repre-

sent nuclear velocities).
After each nuclear time step, once

the set of complex amplitudes have been
propagated, a probability for the trajectory
to jump from its driving state j to another
electronic state i is computed according to
theTully’s Fewest Switches probability.[1,4]
Based on a Metropolis criterion, the hop
is then either accepted or rejected. If a
hop occurs, the classical trajectory will be
transferred to the new state and propagated
using the forces from this new state. The
different photoproducts associated to the
nonradiative deexcitation of the molecular
system are obtained by collecting the time-
evolution of a large number of trajectories.

Recently, we have extended the TSH
algorithm to explicitly incorporate the ef-
fect of an external electric field within LR-
TDDFT.[14]An electric fieldE(t) is coupled
to the molecular transition dipole moments
µ
ji
in the equations of motion for the com-

plex amplitudes which allows amplitude
to be transferred between electronic states
due the effect of a laser pulse for example
(Eqn. (3)).

In this way, the dynamics can therefore
be initialized in the ground state of the mo-
lecular system and the coupling between
the molecular system and the applied elec-
tric field can directly lead to the popula-
tion of different electronic states (transfer
of amplitude) eventually resulting in a
trajectory hop (transfer of trajectory). The
intent of this work is to shape an electric
field such that it can promote selectively

(2)

(3)

(4)

(1)
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of freedom will need more trajectories to
characterize all the important frequencies
required to successfully design the pulse.
In addition, several trajectories are also
needed to study the influence of the initial
conditions.

Fig. 2 shows the dynamics obtained for
a second set of initial conditions. The dy-
namics is similar to the previous one with
the exception that the trajectory jumps at
a slightly earlier time. In agreement with
the results reported in Fig. 1, the pulse
contains a low-frequency oscillation as-
sociated to the evolution of the trajectory
in the GS, which corresponds to the Li-F
bond oscillation (red line in Fig. 2, lower
panel). This is in-phase with the envelop
oscillation observed in the control pulse
that arises because the dipole moment be-
tween the GS and S

2
is largest at the outer

turning point of the potential in the ground
state (see red line in Fig. 2, lower panel).

4. Conclusion

In this article, we have provided an
overview of the recently implemented
LCT within on-the-fly LR-TDDFT-based
nonadiabatic TSH dynamics. LCT uses
the instantaneous dynamics of the system
to calculate an electric pulse on-the-fly
which ensures the desired change of the
expectation value of a given operator. This
scheme was applied to study the photo-
excitation of LiF, for which we target the
population of the bound excited state S

2
.

The results demonstrate that LCT/TSH
can effectively populate the target state and
that the resulting control pulse bears infor-
mation about the overall nuclear dynam-
ics on the initial and final electronic state
potentials. Importantly, the profile of the
control pulse, and in particular the distinct
chirping effect following the hop of the
trajectory arises from one of the approxi-
mations used within the mixed quantum/
classical scheme surface hopping, i.e. the
propagation of classical nuclei with sud-
den hops between electronic states.
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