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Abstract: The development of powder diffraction (PD) techniques for structure analysis is traced from its inception
almost 100 years ago to the present day, with a brief glimpse of what SwissFEL can contribute in the near
future. Although PD data were used in the early days to deduce some simple high-symmetry structures, it
was not until computers, instrumentation and synchrotrons arrived on the scene that the true potential of PD
data could be realized. In the last 25 years, PD has blossomed into a viable method, not only for structure
refinement, but also for structure solution. This means that scientists with polycrystalline materials that cannot
be grown as single crystals can still obtain the structural information they need. Historically, structure solution
from PD data began with model building, progressed through the application of single-crystal methods to simpler
structures and the adaptation of those methods to the special problems posed by PD data, the development of
automated model-building algorithms, and most recently to the application of charge flipping. As X-ray sources
and detectors continue to develop, the boundary between a powder and a single crystal is narrowing. Laue
microdiffraction techniques and the prospects offered by SwissFEL will allow single-crystal data to be collected
on some polycrystalline materials.
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1. Introduction

Structural information is fundamental
to the understanding of the properties of
any material, whether it be of biological,
geological or chemical origin, so it is im-
portant to know what tools are available to
characterize a material’s structure. In the
case of crystalline materials, which cover
a large fraction of all materials, single-
crystal X-ray diffraction is generally con-
sidered to be the method of choice. The
structure analysis algorithms that have
been developed over the last 100 years of
modern crystallography are remarkably ro-
bust and yield the structural detail required
in over 90% of the cases. However, even
though reliable single-crystal data can now
be collected on crystals as small as a few
microns in diameter, there are still many
materials that are crystalline but do not
contain crystals suitable for single-crystal

analysis. In this case, the use of X-ray pow-
der diffraction (XPD) techniques is often
the only option.

XPD is generally viewed as being the
poor cousin of its single-crystal counter-
part, but an XPD pattern actually contains
a surprising amount of information. In
principle, the intensities of the reflections
measured in a powder diffraction pattern
are identical to those measured in a single-
crystal experiment. The problem is that
the large number of randomly oriented
crystallites that are irradiated in a powder
experiment (ca. 106 crystallites) yield the
same number of randomly oriented three-
dimensional (3D) single-crystal diffraction
patterns, all superimposed upon one anoth-
er. As a result, reflections that have similar
d-spacings will be recorded at the same
time, because they have similar diffraction
angles. That is, only the sum of their inten-
sities can be measured. This is known as
the reflection overlap problem, and is the
major hindrance to structure analysis using
powder diffraction data (Fig. 1).

Nonetheless, with the excellent instru-
mentation, X-ray sources and comput-
ing power that we currently have at our
disposal, it is now possible to determine
crystal structures from such data. In the
following sections, we will take a histori-
cal view, from a chemist’s perspective,
of the development of the field since the
first X-ray powder diffraction experiments
were performed almost 100 years ago. The

possibilities for polycrystalline materials
that are opening up in the area of X-ray mi-
crodiffraction will also be touched upon.

For more detailed discussions of XPD
methodology, the reader is referred to the
book entitled ‘Structure determination
from Powder Diffraction Data’ published
in 2002,[1] the special issue of Zeitschrift
für Kristallographie devoted to the same
topic published in 2004,[2] and the new
volume H of the International Tables for
Crystallography that is devoted to the sub-

Fig. 1. A 2D single-crystal diffraction pattern
overlaid on the corresponding powder diffrac-
tion pattern. One group of overlapping reflec-
tions is indicated with arrows. The diffraction
angle 2θ increases radially from the center of
the diffraction pattern.
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(2)τ = Kλ
β cosθ

where τ is the mean size of the crystalline
domains, K is a shape factor with a value
of ca. 0.9, λ is the X-ray wavelength, β is
the full peak width at half maximumminus
the instrumental contribution, and θ is the
diffraction angle. An analysis of the whole
diffraction profile, on the other hand, can
yield evenmore detailed information about
crystallite size, shape, stress, strain, de-
fects, etc.[6]

The background in an XPD pattern
contains information about amorphous
material in the sample, and unindexed
peaks can often be used to identify one or
more impurity phases.

3. Structure Analysis Using Powder
Diffraction Data

For structure analysis, of course, it is
the intensities of the reflections (I

hkl
) that

contain the information we seek. For read-
ers who are not very familiar with crystal-
lography, the basic equations for structure
analysis using X-ray diffraction data are
presented briefly below. In general, the in-
tensities are proportional to the square of
the corresponding structure factor F

hkl
:

(3)Ihkl ∝ Fhkl
2

As the name suggests, these structure
factors contain the information about the
arrangement of the atoms within the unit
cell:

(4)
Fhkl = fn cos 2π hxn + kyn + lzn( )( )( )

n
∑
+ isin 2π hxn + kyn + lzn( )( )( )

where f
n
is the scattering factor for atom

n and x
n
y
n
z
n
are its fractional coordinates

within the unit cell. For X-rays, the scatter-
ing factors reflect the number of electrons
in the atom and are thus a measure of how
strongly the X-ray beam is scattered by the
respective atom. To emphasize that F

hkl
is

a vector quantity, with an amplitude |F
hkl
|

and a direction (phase angle φ
hkl
), this is

sometimes written in the form:

(5)
Fhkl = fne

2π i hxn+kyn+lzn( )∑
= fne

iϕn∑ = Fhkl e
iφhkl

For centrosymmetric structures, φ
hkl

can only be 0 or π (i.e. ±|F
hkl
|, there is no

ject of ‘Powder Diffraction’ and will be
published in 2014.[3]

2. Traditional Applications of X-ray
Powder Diffraction

The powder diffraction pattern of a
crystalline phase is unique, so it can be
used as a fingerprint to identify any known
phases in a new material. Indeed qualita-
tive phase identification and quantitative
phase analysis are probably the main ap-
plications of powder diffraction in labo-
ratories around the world. But a powder
diffraction pattern contains much more
information (Fig. 2).

The position of a peak (in °2θ) in a con-
ventional powder diffraction pattern, for
example, is determined by the d-spacing of
the lattice planes giving rise to the reflec-
tion hkl via Bragg’s law:

(1)λ = 2dhkl sinθ

where λ is the wavelength of the
X-radiation. This means that, in principle,
by measuring the positions of a handful of
peaks in the pattern, and assigning hkl in-
dices to the associated d-spacings, the lat-
tice parameters a, b, c, α, β and γ can be
derived. This procedure, known as index-
ing a pattern, is not without its pitfalls, but
several different computer algorithms have
been developed over the years and it is usu-
ally possible to assign the hkl indices with
at least one of them.[4] Once the unit cell
has been established, further information
regarding the symmetry can be extracted
by looking for classes of systematically
absent reflections. For example, if all ob-
served hk0 reflections have even k indices
(i.e. all odd k are absent), there is probably
a b glide plane perpendicular to the c axis.
In this way, the number of probable space

groups can be narrowed down. It must be
noted though, that identifying systematic
absences in an XPD pattern can be diffi-
cult, because they are often obscured by
reflection overlap. This means that the
determination of the space group is often
ambiguous, but usually some information
about the symmetry can be learned.

The width of a peak in an XPD pattern
is a result of several factors: the instrumen-
tal function of the diffractometer used, the
crystallite size, and stress or strain within
the crystallites. The instrumental contribu-
tion to the peak width with a laboratory
diffractometer equipped with a conven-
tional X-ray source tends to be larger (ca.
0.05–0.10°2θ) than that of a high-resolu-
tion instrument at a synchrotron facility
(ca. 0.01–0.03°2θ). This is why synchro-
tron experiments are preferred for com-
plex structures. The sharper peaks cannot
eliminate reflection overlap, but they do
minimize it.

As the number of unit cells decreases
below ca. 1000 in any direction, the as-
sumption of an infinite number of repeats
becomes less applicable, and the peaks
start to broaden. For example, if all h00
reflections in an XPD pattern are broader
than other reflections, it might be a result
of the crystal morphology, if the crystal is
particularly small along the [100] direc-
tion. On the other hand, the broadened
peaks might be indicative of a spread of
d-spacings along the [100] direction result-
ing from an externally applied pressure.
Stress and strain cause small differences in
the dimensions of the individual unit cells
within the crystal, and this in turn affects
the range of d-spacings (and therefore 2θ
angles) observed along specific directions.

In a first approximation, if the stress/
strain is known to be negligible, the
Scherrer equation, which was derived by
Paul Scherrer in 1918 in the very early
days of XPD and is still used today,[5] can
be applied to estimate the crystallite size:

Fig. 2. The features of a powder diffraction pattern and the information they contain.
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structing a physical model or by using
pencil and paper in conjunction with de-
ductive reasoning, refining it with XPD
data was problematic. Extracting reliable
|F

hkl
| values for individual reflections from

a powder pattern to use in the least-squares
minimization procedure was not straight-
forward.With his seminal paper describing
a whole-profile approach to crystal struc-
ture refinement using neutron powder dif-
fraction data in 1969, Rietveld provided a
solution to this problem.[13] His algorithm
challenged the computing power available
at the time, but it allowed crystallographers
to circumvent the problem of overlapping
reflections. The diffraction pattern for the
whole 2θ range was calculated for the
structural model and compared point by
point with the measured one, so observed
peaks did not have to be deconvoluted
into individual reflections. The original
algorithm was written for constant-wave-
length neutron data, whose peaks could
be described very well with rather broad
Gaussian functions. Attempts to adapt the
method to XPD data were started almost
immediately, but it proved to be quite a
complicated undertaking. First, it was dif-
ficult to find a suitable peak shape func-
tion for X-ray experiments,[14] and second,
the sharpness of the peaks dictated that a
much finer sampling of the 2θ values be
performed. Nonetheless, by the mid 1980s,
several programs that worked with XPD
data had been written and applied success-
fully.

In the same period, powder diffractom-
eters at synchrotron facilities were becom-
ing accessible, so diffraction patterns with
much sharper diffraction maxima could
be measured.[15] It was soon established
that surprisingly complex structures could
be refined when such high-quality data
were available. Of course, the significant
increase in computing power also played
an important role here. It was almost in-
evitable then that researchers would begin
to explore the possibility of using such
high-quality XPD data not only to refine
structures, but also to solve them. Could
high-resolution XPD data be used in the
same way as single-crystal data to solve
the phase problem directly, despite the
overlap problem?

5. Inorganic Structures Containing
Heavy Atoms

The first attempts to solve crystal
structures directly from powder diffraction
data instead of via model building were
concentrated on highly crystalline inor-
ganic materials containing heavy atoms.
In 1977, Berg and Werner demonstrated
that the Patterson method could be applied
to XPD data.[16] The key to their success

imaginary component), but for non-cen-
trosymmetric structures, φ

hkl
can have any

value between 0 and 2π.
Finally, the electron density at any

point XYZ in the unit cell (ρ
XYZ

) can be cal-
culated by using these structure factors as
coefficients in a Fourier series:

(6)ρXYZ =
1
Vuc

Fhkl
hkl
∑ cos 2π hX + kY + lZ( )−φhkl( )

From Eqn. (6), it is clear that even
with single-crystal data, there is a prob-
lem. Although the amplitude |F

hkl
| is mea-

sured, the phase angle φ
hkl

is not. This is
known as the phase problem, and solving
a crystal structure from diffraction data is
essentially equivalent to solving this phase
problem.

Methods addressing the phase problem
for single-crystal data started to appear as
early as 1935, when Patterson introduced
his F2-series approach that we know to-
day as the Patterson method.[7] In short, a
Patterson map P

uvw
is generated using F2 as

coefficients in the Fourier series instead of
F (thereby circumventing the phase prob-
lem):

(7)Puvw = Fhkl
hkl
∑ 2

e−2π i hu+kv+lw( )

and the result is a map showing the inter-
atomic vectors between all atoms in the
unit cell. All vectors begin at the origin,
and the size of a peak in this map is pro-
portional to the product of the scattering
factors of the two atoms involved. That
is, the most intense peaks will be between
the heaviest scatterers (i.e. those with the
most electrons). From such maps it is usu-
ally possible to deduce the positions of
the heavier atoms in the structure. These
atoms dominate the phases, so once their
positions are known, the remaining atoms
can then be found from an electron density
map calculated using the phases calculat-
ed from the positions of the heavy atoms.
Pattersonmaps for organic structures or for
other materials containing elements with
similar scattering powers (e.g. intermetal-
lic compounds) are less straightforward to
interpret, because no single set of peaks
dominates the map.

In an attempt to address such ‘equal-
atom’ structures, Sayre derived the equa-
tion that now bears his name.[8] The Sayre
equation shows that the phases of the re-
flections hkl, h’k’l’ and h-h’ k-k’ l-l’, for
example, are related to one another (ulti-
mately via the electron density), if all three
are strong. The only assumptions are that
the atoms in the structure are well-resolved
in space (atomicity) and that the electron

density is non-negative everywhere (posi-
tivity). Only centrosymmetric structures
were considered. The Sayre equation is
the basis for direct methods of structure
solution, which has blossomed into the
most powerful structure determination al-
gorithm at our disposal today. Many years
would pass, however, before either the
Patterson or direct methods could be ap-
plied to XPD data.

It is interesting to note, that even in
the very first powder diffraction experi-
ments performed by Debye and Scherrer
in Göttingen, Germany almost 100 years
ago,[9] it was recognized that a unit cell
could be derived from the positions of the
peaks and that the intensities of these peaks
should allow the periodic arrangement of
the atoms in the structure to be deduced.
Indeed they derived the structures of LiF
and Si from their powder diffraction pat-
terns in 1916. In those early years, the
structures of other simple cubic and hex-
agonal materials were also determined in
a similar manner in a number of different
laboratories.

It was not until the late 1940s, however,
that the first lower symmetry crystal struc-
tures were determined using XPD data. In
1948, Zachariasen reported the structures
of a series of 5f-element salts resulting
from the Manhattan Project,[10] and he
used some ingenious methods to determine
them. In particular, he examined the dif-
fracted intensities for trends within differ-
ent classes of reflections to estimate where
the atoms were likely to be in the unit cell.
It must be noted that this was done without
the benefit of computers. Later, in 1963, he
also exploited anisotropic thermal expan-
sion, which affects the relative positions
of the reflections and the pattern of their
overlap as the unit cell changes with tem-
perature, to obtain more information about
the individual intensities of overlapping re-
flections and thereby solve the monoclinic
structure of β-plutonium.[11] This concept
would be revisited by other powder diffrac-
tionists some 30 years later.[12]

In the 50s and 60s, algorithms for direct
methods and for calculating and interpret-
ing Patterson maps developed rapidly, and
crystallographers focused on the applica-
tion of these methods to single-crystal da-
ta. Manual intervention was usually neces-
sary, but the computer algorithms eased the
way, and model building as a method of
structure determination began to fall into
disuse.With XPD data, however, there was
no alternative.

4. Structure Refinement Using
Powder Diffraction Data

Even if a plausible structure had been
found by model building, either by con-
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was their development of a densitometer to
digitize films recorded with strictly mono-
chromatic CuKα

1
radiation and a Guinier-

Hägg camera, which produced extremely
sharp diffraction lines.[17] An interpretable
Patterson map could be generated from
such XPD data. Indeed, the Patterson ap-
proach proved to be relatively robust with
respect to incorrectly estimated intensities,
as long as there were enough correctly es-
timated ones (i.e. non-overlapping reflec-
tions).[18]

Many structures followed, includ-
ing CaCl

2
(NH

3
)
8
, CaCl

2
(NH

3
)
2

and
CaClOH solved by Westman et al.,[19]
KCuNb

3
O

9
and KCuTa

3
O

9
by Groult et

al.,[20] ZrKH(PO
4
)
2
[21] and ZrNaH(PO

4
)
2
[22]

by Clearfield et al., α-CrPO
4
by Attfield

et al.,[23] and KCaPO
4
by Louër et al.[24]

These are just a few selected examples of
the types of structures that could be ad-
dressed by applying the Patterson function
to powder diffraction data in the 1980s.
These structures have between 3 and 16
atoms in the asymmetric unit.

The application of direct methods, on
the other hand, was more problematic, be-
cause the approach is a statistical one that
is based on knowing which reflections are
strong and which are weak. Nolang and
Tergenius were able to solve the structure
of MnP

4
from laboratory XPD data using

direct methods in 1980, but they used poor
single-crystal data to get better estimates
of the relative intensities of overlapping
reflections.[25] It took another six years be-
fore the first successes of applying direct
methods to powder diffraction data alone
were reported. These included the struc-
tures of FeAsO

4
from high-resolution neu-

tron powder diffraction data,[26] Al
2
Y

4
O

9
,

I
2
O

4
[27] and the zeolite sigma-2[28] from

synchrotron XPD data, and a zeolite-
like aluminophosphate,[29] LiSbWO

6
,[30]

Ba
2
PdO

3
[31] and Li

2
TbF

6
[32] from labora-

tory XPD data. In a study of LaMo
5
O

8
, the

overlapping reflections in high-resolution
synchrotron XPD data were partitioned
using electron diffraction data before di-
rect methods were applied.[33] This idea
was also used much later in the solution
of particularly complex structures. In most
of these examples, direct methods were
used to locate the heavier scatterers, and
then difference electron density maps and/
or chemical considerations were applied to
complete the model.

6. Zeolites

Zeolites are framework aluminosili-
cates containing channels and cavities that
are filled with exchangeable cations and
removable water molecules. They are usu-
ally synthesized in polycrystalline form, so
their structures, which are the basis of their

commercially important ion-exchange, ad-
sorption and catalytic properties, cannot
be solved by conventional single-crystal
methods. These materials rarely contain
what wewould call ‘heavy’ atoms, but they
are generally more crystalline (i.e. the long
range order is better) and adopt a higher
symmetry than their organic counterparts,
so they were ideal test cases for crystallog-
raphers developing methods of structure
determination from XPD data.

By 1995, 105 zeolite framework
types had been identified and assigned a
3-letter code by the International Zeolite
Association.[34] Of these, 48 had been de-
termined from XPD data, 43 by model
building and 5 by direct methods. Most
of the other 57 were natural zeolites, for
which single crystals could be found. Even
someof those structures had to be solved by
model building. In other words, there was
a rich legacy of model building experience
in the zeolite community. A few examples
include the first synthetic zeolite (zeolite
A) in 1956,[35] ZK-5 in 1965,[36] zeolite L
in 1969[37] and zeolite rho in 1973.[38] Even
today, this approach has its advantages in
the field of zeolites. The structures of IPC-
4,[39] COK-14[40] and SSZ-52,[41] for ex-
ample, were all solved manually by model
building (albeit using computer graphics
tools that were not available 20 years ago)
within the last year.

In 1989, shortly after the first success-
ful applications of direct methods to zeo-
lites,[28,29] a new approach specific to zeo-
lites was reported. Deem and Newsam had
devised an algorithm to build zeolite frame-
work structures automatically, given a unit
cell, its symmetry and the number of tetra-
hedral nodes (T atoms such as Si, Al or P)
per unit cell, by applying a simulating-an-
nealing global-optimization algorithm.[42]
They used pseudo-potentials calculated on
the basis of known zeolite structures to de-
scribe optimal T-T distances and T-T-T an-
gles and these potentials were used to eval-
uate computer-generated arrangements of
T-atoms in the unit cell. The algorithm was
applied successfully to an unknown zeolite
structure for the first time in 1996[43] and
was updated to include parallel tempering
in 1999.[44]

Another zeolite-specific algorithm,
Focus, was reported in 1996.[45] It was first
applied to the relatively complex struc-
ture of the zincosilicate VPI-9[46] and has
since been used to solve 17 more novel
framework structures.[47] In contrast to
the simulated annealing approach, which
only uses the diffraction pattern passively
to check the correctness of the models
generated, Focus uses a dual-space ap-
proach. Random phases are assigned to
the intensity data (in what crystallogra-
phers call reciprocal space) to generate
a random electron density map (in real

space). Overlapping reflections are usually
simply equipartitioned. Chemical informa-
tion about zeolite structures is then used
to interpret those maps. From this model,
a new set of phases is calculated and ap-
plied to the observed intensities to generate
a new map. This Fourier recycling loop is
then repeated until the phases converge or
the maximum number of cycles prescribed
is reached. Then the whole process is re-
peated with a new set of random starting
phases. The inclusion of zeolite-specific
information in the interpretation step (i.e.
a 3-dimensional, 4-connected network of T
atoms is expected) appears to compensate,
at least in part, for the ambiguous diffrac-
tion intensities.

7. Organic Compounds

With a certain amount of effort, most
organic and organometallic compounds
can be persuaded to crystallize in the form
of single crystals. Those that resist, how-
ever, do tend to form polycrystalline ma-
terials. Many pharmaceuticals fall into this
category. In general, the XPD patterns of
such materials do not extend as far in 2θ as
their inorganic counterparts, but they often
contain sufficient information for a reliable
structure refinement, assuming that a start-
ing model can be found. The problem is in
getting that starting model. Single-crystal
direct methods programs were found to
work for simpler centrosymmetric struc-
tures containing one or two heavy atoms
such as S or a metal. However, the qual-
ity of the XPD pattern is often insufficient
for direct methods. In particular, there
tend to be too few reflections with small
d-spacings, which are essential for direct
methods. Tremayne et al. applied the con-
cepts of maximum entropy to the problem
with some success,[48] but considerable
manual intervention was required. In the
early to mid 90s, the groups of Schenk,[49]
Giacovazzo[50] and Rius[51] began adapting
their single-crystal direct methods pro-
grams to address the problems posed by
powder diffraction data, and as a result,
structure solution from XPD data using di-
rect methods improved substantially. The
programs EXPO[52] and XLENS[53] repre-
sent the current state of that art.

As the efforts to modify direct methods
programs were beginning, several other
groups began exploring the possibility of
tailoring computer-assisted model-build-
ing algorithms to molecular structures.
The reasoning was that a real-space ap-
proach would circumvent both the overlap
problem and the lack of data at higher 2θ
angles. The difference between molecular
and zeolite structures in this context is that
the connectivity of the atoms in a molecule
is generally known from other character-
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ization techniques. It is the conformation/
configuration and packing in the unit cell
of the crystal that needs to be determined.
This means that the structure solution
problem can be simplified by using in-
ternal coordinates (bond distances, bond
angles and torsion angles) to describe the
molecule. Only the position and orienta-
tion of the molecule in the unit cell and
the free internal parameters (e.g. some tor-
sion angles) need to be modified during the
course of the global optimization proce-
dure. In this way the number of parameters
can be reduced significantly and the com-
puting time kept within reason.Within two
years of one another, Monte Carlo methods
were implemented by Kariuki et al.[54] and
Andreev et al.,[55] simulated annealing by
David et al.[56] and Andreev and Bruce,[57]
and genetic algorithms by Kariuki et al.[58]
and David et al.[59] The viability of these
approaches, in particular simulated an-
nealing, can be seen very clearly in the
explosion of structure determinations of
molecular structures from powder dif-
fraction data since the beginning of this
century (Fig. 3). Today the most popular
real-space programs are probably FOX.[61]
Topas[62] and DASH.[63] A recent addition
to this group of real-space approaches is
the RAMM algorithm within the program
EXPO, which takes advantage of the elec-
tron density map interpretation tools that
have been developed for direct methods in
that program.[64]

8. Charge Flipping

In 2004, Oszlanyi and Suto introduced
a new method of structure solution for
single-crystal data that they called charge
flipping (CF).[65] Like Focus, CF is a du-
al-space approach to the phase problem.
The algorithm starts much like Focus, by
assigning random phases to the reflec-
tions to generate an electron density map.
Reasoning that negative electron density is
not possible, the values for all pixels in the
map with a density below a threshold value
δ (small positive number) are multiplied by
–1 (i.e. the sign is ‘flipped’) to produce a
perturbed electron density map. Fourier
transform of this map produces a set of cal-
culated amplitudes |F

hkl
| with phases φ

hkl
.

These phases are applied to the measured
amplitudes to produce a new electron den-
sity map and the cycle is repeated. When
the calculated and measured amplitudes
match, the structure is solved.

Within a very short period of time,
this algorithm was adapted to work with
XPD data by Wu et al. in Arizona[66] and
Baerlocher et al. in Switzerland.[67] In both
implementations, a repartitioning of the
overlapping reflections during the proce-
dure was introduced, but this was coupled

to a second perturbation in the form of
histogram matching[68] in the latter. In the
short time since, the powder charge flip-
ping (pCF) algorithm has been applied
successfully to a wide variety of problems,
including zeolites,[69] minerals,[70] metal
organic frameworks,[71] organometallics[72]
and organic compounds.[73] The two most
readily accessible programs for pow-
der charge flipping are Superflip[74] and
Topas.[62]

Combinations of charge flipping with
other methods such as electron micros-
copy,[75] IR spectroscopy,[76] simulated an-
nealing[77] and maximum entropy[78] have
allowed the limits of complexity that can
be addressed with powder diffraction data
to be extended even further. Indeed, by
using the pCF algorithm in Superflip to
combine high-resolution XPD data with
phase information derived from just a few
HRTEM images, the structures of two of
the most complex zeolites known, IM-5
(24 Si + 47 O in the asymmetric unit)[79]
and SSZ-74 (23 Si + 48O + 16C + 2N in the
asymmetric unit)[80] could be determined.

9. Microcrystal Diffraction

As synchrotron sources have become
more intense and detectors more sensitive,
the size of crystal required to collect high-
quality single-crystal diffraction data has
decreased to just a few microns. Recently,
data collected on a 2 × 2 × 8 µm3 crystal
of the zeolite SSZ-57 with a Pilatus 6M
pixel detector[81] at the Swiss Light Source
(SLS), for example, was of such high qual-
ity that not only could its modulated struc-
ture (8-fold along one direction to give a
c axis of 110 Å) be determined, but the
disorder in the structure could also be in-
terpreted in quite some detail from the 3D

diffuse scattering.[82] Indeed, the boundary
between single microcrystal and powder
diffraction is becoming less distinct.

With electron diffraction, of course,
crystals in the range of even ∼50 nm can
be studied, but those reflection intensities
are somewhat distorted bymultiple and dy-
namical scattering effects, and this makes
them more difficult to interpret. However,
electron microscopy techniques are pres-
ently developing at a rapid pace and elec-
tron crystallography is slowly transform-
ing from a technique for experts only to
one that can also be used sensibly by non-
specialists.[83]

As the crystals that can be studied with
X-rays get smaller, it becomes increasing-
ly difficult to rotate them in a controlled
manner within the correspondingly small
synchrotron beam. The white-beam Laue
diffraction approach, in which a crystal is
irradiated with multiple wavelengths si-
multaneously, offers an alternative to the
traditional monochromatic experiment.
With a white beam, a considerable portion
of the diffraction data can be recorded with
a single exposure without rotating the sam-
ple or moving the 2D detector. This is why
it is often used for in situ experiments. The
Laue method was developed quite exten-
sively by the protein community, albeit for
larger crystals, in the 1980s, but then other
methods began to dominate that field and
the white-beam approach was left more or
less dormant for the following 25 years.
Adaptations of the method for applica-
tion to micron or perhaps even sub-micron
sized non-protein crystals show that data
can be collected on such crystals, and that
these data are of a quality sufficient for
solving and refining a structure.[84] In other
words, single-crystal data can be obtained
from submicron-sized inorganic crystals.
This does not signal the end of structure

Fig. 3. The number of molecular structures solved from powder diffraction data from the time
of the first structure in 1956 to the present (data extracted from the Cambridge Structural
Database[60]).
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analysis using powder diffraction data,
because the Laue microdiffraction setup
is not readily available and there are still
many polycrystalline materials that are not
amenable to the method, but it does offer
some exciting possibilities.

In 2016, the Swiss X-ray Free
Electron Laser facility, SwissFEL, at the
Paul Scherrer Institute (PSI) in Villigen,
Switzerland is scheduled to open its doors
to users. This new type of X-ray sourcewill
produce very short bursts (1–60 femtosec-
onds) of extremely intense X-rays with
laser-like properties. One of the unique
features of SwissFEL that sets it apart from
the other four X-FEL projects around the
world is that its specifications include a 4%
bandpass operating mode.[85] That is, the
beam must not be strictly monochromatic.
Simulations show that this feature can be
used to advantage in single-shot diffrac-
tion experiments on very small non-protein
crystals.[86] Only single shots are possible,
because the intensity of the beam destroys
the sample, but not before a diffraction pat-
tern is generated. Although a 4% bandpass
is a long way from the white beam used in
Laue diffraction experiments, many of the
ideas developed for the Laue experimental
setup and data analysis can be transferred
to the SwissFEL experiment.

10. Powder Diffraction in
Switzerland

Swiss scientists have been involved in
X-ray powder diffraction from the very
beginning, when the Swiss student Paul
Scherrer, with his supervisor Peter Debye,
devised the Debye-Scherrer camera for
powder diffraction experiments back in
1916.[9] That geometry is still one of the
predominant experimental setups for pow-
der diffraction experiments today, espe-
cially at synchrotron radiation facilities.
Structure analysis using powder diffrac-
tion data has played a key role in a num-
ber of long-standing research programs
at many Swiss universities over the last
50 years. It has been used, for example,
to study zeolites and magnetic structures
at the ETH in Zurich, metal hydrides in
Geneva, minerals in Bern, and molecular
structures in Neuchatel and Basel. This
interest has led quite naturally to the de-
velopment of methodology, in particular
in Geneva, Lausanne and Zurich, and to
the development of the Mythen detector[87]
at PSI. The importance of powder diffrac-
tion to Swiss research is reflected not only
in the large number of publications in the
area, but also in the support that the pow-
der diffractometers continue to enjoy at the
neutron source SINQ and the synchrotron
source SLS (both at the PSI) and on the
Swiss-Norwegian Beamlines (SNBL) at

the ESRF in Grenoble. With the current
state of the art of powder diffraction and
SwissFEL on the horizon, scientists in
Switzerland with polycrystalline materials
can look forward to a bright future.
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