
38 CHIMIA 2014, 68, Nr. 1/2 Crystallography, past, present, Future

doi:10.2533/chimia.2014.38 Chimia 68 (2014) 38–44 © Schweizerische Chemische Gesellschaft

*Correspondence: Prof. R Černý
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Complex Hydrides – When Powder
Diffraction needs Help

Pascal Schouwink and Radovan Černý*

Abstract: ‘Real life’ energy-related materials such as solid-state hydrogen storage compounds or components
of electrochemical cells are usually polycrystalline, poorly crystallized, highly reactive and dynamic systems.
Powder diffraction at modern high brilliance X-ray sources is the most useful tool to investigate such systems
because it is easy, fast and extremely versatile with respect to measurement conditions as well as in situ setups.
However, it is in the nature of these systems that they undergo processes that cannot be investigated by diffraction
alone. The central role in hydrogen storage materials is played by hydrogen itself, the worst X-ray scatterer in
the periodic system. Gas release, the purpose of a hydrogen storage material, is not detected by diffraction.
Amorphous components are badly characterized. We want to show how a complementary approach combining
different methods allows to overcome limitations imposed on powder diffraction by the sample nature of ‘real’
hydrogen storage materials.
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Interstitial metal hydrides based on
intermetallic alloys have since long been
the number one contenders for solid-state
hydrogen storage and both X-ray as well
as neutron powder diffraction have been
indispensable tools for their character-
ization. Many different intermetallics are
nowadays being used as reversible hydro-
gen storage systems to transport energy.
However, their highweight per unit volume
imposes severe restrictions when it comes
to mobile applications. Thus, intermetallic
celebrities such as LaNi

5
[1] are used mainly

in stationary hydrogen storage tanks; more
exotic applications include marine war-
fare.[2] The most seminal use of solid-state
hydrogen storage is in automobiles,[3,4] an
application that is far out of reach for any
intermetallic interstitial hydride. Complex

hydrides in which hydrogen forms cova-
lent bonds, do not suffer from this draw-
back. The field of complex hydrides is still
young, but the number of scientific reports
has been skyrocketing during the last 5–10
years. A comprehensive review is given
by Walker.[1] Research on light (and not
so light) complex hydrides has to over-
come a number of difficulties, especially
those concerning their accurate character-
ization. Here we shall focus on the tetra-
hydroborates; they are based on the com-
plex anion BH

4
– and are commonly called

borohydrides. Developing an application
requires comprehensive knowledge, both
experimental and theoretical, of all rele-
vant materials. The experimentalists need
to characterize their samples as precisely
as possible and provide the theoreticians
with accurate descriptions for the latter
to model, optimize and predict processes
and systems. In the field of gas uptake
and release, complex hydrides were tradi-
tionally characterized by thermodynamic
measurements and sorption–desorption
experiments. However these experiments
provide no information on phase compo-
sitions, let alone structural details of the
compounds involved. Nowadays state-of-
the-art experiments in the field strongly
rely on powder diffraction and in situ stud-
ies in versatile environments. The number
of reported new structures has skyrocketed
since the emergence of modern powder
diffraction methods and the user-friendly
implementation of direct space methods,
which use global optimization algorithms
to solve crystal structures; typically struc-
ture solution in reciprocal space is next to
impossible given the imperfect nature of
the samples. Even though the power of

powder X-ray diffraction (PXD) at high
brilliance sources is overwhelming, the
materials and systems contending for hy-
drogen storage applications impose limits
on the applicability of the method. Often
systems are out of thermodynamic equilib-
rium and contain amultitude of amorphous
and/or metastable phases which may form
already during synthesis. Reactions taking
place during the generally used mechano-
chemical synthesis and during dehydro-
genation often lead to poorly crystallized
multiphase samples, commonly containing
more than one novel unknown phase. The
synthetic approaches have been reviewed
recently and will not be addressed here.[5,6]
Crystallographic headaches caused by
poor and complex data are greatly alleviat-
ed when complementary experimental in-
formation can be provided, e.g. fromTGA-
MS or DTA, from vibrational and NMR
spectroscopy, from quasi-elastic neutron
scattering (QENS), which provides impor-
tant structural details, or from theoretical
methods which often allow chemically
doubtful structural features to be corrected.
A complementary and iterative implemen-
tation of all experimental methods leads
to the detailed experimental description of
‘real life’ data, that is essential for doing
good theoretical work on kinetics, thermo-
dynamics and prediction of new ‘real life’
candidate storage systems.

In situ Synchrotron Radiation
Powder Diffraction

The most obvious way to study sam-
ples that are prepared as fine-crystalline
powders is powder diffraction. Only very
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data. To eliminate these error sources it
is crucial to prepare various mixtures of
different ratios of starting materials. By
analyzing the varying phase compositions
(relative signal intensities) it is possible to
deduce correct unit cell contents. It should
be noted that amorphous phases can be
present which can simulate wrong phase
compositions, meaning that excess frac-
tions of reactants may be in an amorphous
state after ball-milling, without having re-
acted.

Indexing and Space Group
Determining the correct space group

from poorly crystallized multiphase pow-
der samples is extremely challenging. It is
virtually impossible without temperature-
resolved in situ studies, which allow the
separation of different phases by ‘decom-
position-aided indexing’.[21] While lattice
centering is usually detected relatively
easily, the choice of space group symme-
try elements becomes more challenging,
especially due to the fact that the major
component determining the space group
symmetry is often the orientation of the
BH

4
– anion and hence, the weakest scatter-

er, hydrogen, itself. Experience is the best
tool here. Borohydrides (as molecules),
for instance, tend to ‘like’ screw axes and
glide planes due to the different ordering
schemes of the tetrahydroborate that are
compatible with periodicity. The choice
upon inversion symmetry remains the most
complicated one, especially when it comes
down to assigning disorder in a BH

4
group,

or ordering it on a site of lower symmetry.
If the compound undergoes a phase transi-
tion, group–subgroup relations can help to
decide on centrosymmetry. Order–disor-
der transitions can lead to large supercells
in the ordered phase that can be virtually
invisible to X-ray diffraction. However,
the transition enthalpy can be quantified by
means of DSC, and its magnitude provides
information on the character of the trans-
formation. Displacive and order–disorder
transitions may be separated this way, as
was recently applied in a series of borohy-
drides crystallizing in the perovskite-type,
that show a sequence of displacive as well
as order–disorder transitions (Schouwink,
pers. comm.). The transition enthalpy of an
order–disorder transition assuming com-
plete configurational disorder of the BH

4
group yields an entropic contribution of
around T∆S = k ln2, as is the case for the
LT – HT transition of NaBH

4
for instance.

More elaborate ways of detecting disorder
include solid-stateNMRandQENS,which
directly probe the dynamics of rotational
groups and are capable of discriminating
between polar and non-polar disorder by
fitting different models containing differ-
ent jump-motions. In the recent past we
have been applying DFT more and more

few single crystal studies have been report-
ed[7–10] amongst which there is not a single
example of a bimetallic compound. Since
X-ray scattering requires much shorter
acquisition times it is largely preferred
to neutron diffraction, which, neverthe-
less, is obviously the tool of choice when
it comes to the localization of hydrogen
(deuterium) atoms. Applications in hydro-
gen storage involve systems that are highly
reactive and dynamic; hence, a good time
resolution is indispensable. We will show
throughout this contribution how X-ray
diffraction is complemented by methods
other than neutron diffraction to circum-
vent the lacking information provided on
hydrogen.Modern area detectors or curved
silicon strip detectors are nowadays avail-
able at most synchrotron powder diffrac-
tion beamlines, allowing for simple and
flexible setups for different kinds of in situ
studies.

Two-dimensional detectors provide ex-
cellent counting statistics and enable rapid
data collection. This allows for a highly
accurate determination of diffracted in-
tensities (required for refinement) and a
low sensitivity to preferred orientation or
sample inhomogeneity (graininess, spatial
phase separation), as well as an excellent
time resolution. Curved solid-state detec-
tors in turn offer excellent reciprocal space
resolution, which is often required to index
unknown phases. The most basic in situ
setup adapted to scan new potential hy-
drogen storage systems is a rotating glass
capillary under a heat source, such as a gas
blower or a cryostream. The simplicity of
this setup allows complementary solid-
state characterization methods (Raman,
EXAFS), and those that investigate gas re-
lease (IR, TGA-MS), to be easily coupled
to the diffraction experiment.Temperature-
resolved studies are essential to study fast
reactions involving metastable compounds
and intermediate decomposition products
that may appear over temperature intervals
of a few K only but are relevant to describe
the decomposition process and thus evalu-
ate the feasibility as a storage material.
Rehydrogenation can be studied in a more
elaborate setup involving a high-pressure
gas cell (up to 300 bar P(H

2
))[11] and mea-

suring the sample in single-crystal sapphire
capillaries. Single crystal diffraction spots
are easily seen on an area detector and
masked before integration. High-energy
beamlines make it possible to measure to
higher gas pressures (1000 bar) inside steel
containers, simulating a storage tank. In
situ ball-milling setups are currently being
developed to study reactions taking place
during mechano-chemical synthesis,[12] as
it remains a black box and the resulting
powders often are made up of decomposi-
tion products.

A note should be made on diffraction

studies at non-ambient pressure conditions
in diamond anvil cells, where care should
be taken to carefully define and model pre-
ferred orientation during global optimiza-
tion.[13]

The Limits

Structures need to be fully character-
ized to assess a whole system of reac-
tions and changing compositions, which
is going to be the working case scenario
of any potential hydrogen storage mate-
rial. Only in the rarest cases is a sample a
well crystallized and single phase.[14] The
different approaches to structure solution
from powder samples are covered in an-
other contribution to this issue[15] and will
not be elaborated on here. Most commonly
the multi-phase nature and poor crystallin-
ity of the investigated powders lead to sig-
nificant peak broadening and overlap and
prevent structural solution in reciprocal
space. Just one example has been reported
for borohydrides.[14] Thus it is direct space
mode-ling that becomes the dominant
method for structure solution. It does not
require structure amplitudes to be extracted
and can deal better with peak overlap, thus
allowing work on low resolution data.[16]
In particular, the direct space program
Fox[17] has become very popular in the hy-
dride community and has led to structure
solutions of unit cells containing as many
as 55 independent atoms.[18] Some of the,
nevertheless, more commonly occurring
problems in complex metal hydrides that
can lead to wrong conclusions are men-
tioned in the following.

Unit Cell Content
Addition or metathesis reactions taking

place during ball milling yield a number of
phases of different compositions or even
polymorphs of the same stoichiometry.
Especially if more than one novel phase
is present in the resulting product the unit
cell contents may easily be estimated in-
correctly. If data and sample quality are
sufficient the ‘dynamical occupancy cor-
rection’[17] implemented in Fox is capable
of merging atoms and reducing potentially
wrong multiplicities. However, misesti-
mating unit cell contents may also bias the
choice of unit cell size, metric or even crys-
tal system, due to the constraints imposed
by Wyckoff site multiplicities. Sometimes
the resulting structure may provide nearly
satisfying Rietveld fits to powder diffrac-
tion data and converge to well-balanced
interatomic forces in ab initio calculations,
but still not correspond to the measured
crystal structure and hence not represent
the stable polymorph at the given ther-
modynamic conditions.[19,20] These cases
pose severe problems, especially on poor
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modes of inboundM–H–B bridging hydro-
gen atoms are shifted to higher energies
and become very intense due to coupling
to M–H stretching modes. The stoichiom-
etry of a complex anion can further be in-
vestigated to validate experimental studies
by cluster calculations on isolated anions,
e.g. the triangular and tetrahedral variants
of [Zn(BH

4
)
n
](n–2)– have significantly dif-

ferent intensities in calculated IR spectra.
Bridging BH

4
– groups inside a complex

anion lead to further bands in the stretch-
ing region, situated at energies between
the bands pertaining to M–H–B bridging
and B–H

t
stretching modes of the terminal

ligands, as is the case in [Zn
2
(BH

4
)
5
]–.[19]

Complex anions can also be fingerprinted
in the low-energy region, where M–B vi-
brations appear, around 300–500 cm–1, this
however requires high quality spectra.

Local Environment
In a similar way, spectroscopy can

fingerprint the bonding scheme itself.
Bidentate bonding in a complex anion for
instance is revealed by an isolated bend-
ing mode around 1400–1450 cm–1, as in
K

2
Mg(BH

4
)
4
, for example. The orientation

of BH
4
– has significant impact on a struc-

tural description. For instance, during the
structure solution of α-Mg(BH

4
)
2
on X-ray

powder data, someBH
4
– groupswere incor-

rectly oriented, which resulted in the two-
fold axes being overlooked. The structure
was initially solved in P6

1
[14,18] and later on

corrected by DFT calculations to a higher
symmetry, P6

1
22.[23] Structures maximize

repulsive H…H distances, which becomes
most important in packed structures. Often
there is only one possible solution (or-
dering scheme of BH

4
), corresponding to

one specific space group, to achieve this.
HT–Y(BH

4
)
3
, for instance, initially de-

scribed in a disordered model Pm-3m and
solved from XPD,[28] was later on correct-
ed to Fm-3c with NPD by ordering BH

4
groups.[29] All H…H distances are maxi-
mized in the corrected structure, result-
ing in an 8-fold supercell to Pm-3m. More
detailed information on fingerprinting

to correct space groups,[22,23] when diffrac-
tion data and crystal chemistry were lack-
ing information. More specifically, DFT
can be resorted to so as to decide amongst
a number of supergroups when the phase is
solved in a subgroup. The reverse is like-
wise possible, when structures are solved
by exploiting structural analogies to oxides
or halides. In these cases, borohydrides
commonly crystallize in a subgroup to the
topologically related compound, as the
non-spherical tetrahydroborate anion in-
troduces additional distortions and order-
ing schemes.[24] Recent structure solutions
on e.g. KAl(BH

4
)
4
[25] and Li

3
Cs

2
(BH

4
)
5
,[24]

both in the rare space group Fddd, have
taught us that large supercells must not be
intimidating, if they match higher symme-
tries.

An important step during the process
of structure determination is its validation.
Periodic density functional theory calcu-
lations are applied here to show that the
structural model is in the minimum of its
potential energy and that the interatomic
forces are balanced. An equally important
tool is crystal chemical systematics estab-
lished by generations of experienced crys-
tallographers. As metal borohydrides are
ionocovalent or ionic compounds, the ma-
jority of them resemble structures of metal
oxides or halides, as mentioned above.
Based on this systematic structural simi-
larity, database searches can be performed
with the aim of validating the structure
of a novel borohydride. Furthermore, the
topological analysis of underlying nets in
borohydrides provides a means of validat-
ing new topologies.

BH4: Coordination Modes
and Orientation – The Role of
Vibrational Spectroscopy and DFT

Structural details such as the bonding
configuration of the BH

4
to the metal cen-

ter are information that is largely hidden
to X-ray powder diffraction. Two structural
characterizations, the cases of LiBH

4
and

Mg(BH
4
)
2
, have succeeded in correctly

positioning hydrogen atoms without re-
straints. In both cases however, refine-
ments were performed on single crystal
data[7,8] and, in both compounds, the con-
tribution of hydrogen to the scattering of
X-rays is important, due to the light-weight
counter-cations. Neutron diffraction will
more often provide accurate hydrogen
positions, but is neither easily accessible
nor measurable on metastable samples or
intermediate phases that crystallize and/
or decompose/melt rapidly with tempera-
ture. Therefore, the metal-center hydrogen
bonding scheme is usually retrieved by
introducing various antibump-restraints
on the rigid body BH

4
during Rietveld

refinements, having the maximization of
H...H distances as an aim. In solid-state

homoleptic borohydrides there exist two
main coordination schemes that can mix
in different environments. Their idealized
configuration is shown in Fig. 1. Internal
B–H vibrations are very sensitive to the lo-
cal environment and can be used to obtain
structural information by analyzing the
way bands split, especially in the deforma-
tion region around 1150–1450 cm–1. The
stretching region (ca. 2150–2500 cm–1) is
subject to significant Fermi-resonances
that generally spread over 100 cm–1, which
can complicate mode analysis. Vibrational
spectroscopy can address two different
issues: (i) it can validate and strengthen
structural topologies determined by pow-
der diffraction. Genuine frameworks (i.e.
containing only bridging hydrogen atoms)
and structures built from complex anions
of the kind [M

n
m+(BH

4
)
p
](p–n*m)– (contains

both bridging and terminal hydrogen at-
oms) counterbalanced by, in general, mon-
ovalent cations, have specific vibrational
signatures in the spectrum. (ii) Different
M…H bonding schemes (Fig. 1) have dif-
ferent spectroscopic signatures, thus both
IR andRaman spectroscopy can yield valu-
able information on the local environment
of the metal center.[26] Not only can the
bonding mode underlay structural topolo-
gies, but its geometry can have influence
on the dehydrogenation behavior (kinetics
andmechanisms)[27] and is thus essential to
characterize accurately in a potential stor-
age material to derive the processes that
destabilize the actual BH

4
– anion and hence

dictate the mechanism of H
2
formation.

General Topology
A genuine framework such as tetrahe-

dralMg(BH
4
)
2
or octahedralCa(BH

4
)
2
does

not impact significantly on the splitting of
B–H stretching vibrations. Complex an-
ions on the other hand are identified by split
deformation as well as stretching regions.
In the stretching regions the B–H

t
modes

pertaining to the terminal hydrogen atoms
of the BH

4
ligands come to lie at higher fre-

quencies, while the opposite is observed in
the deformation region. Here the bending

Fig. 1. Spectroscopic
signatures of indi-
vidual topologies
and M...H bond-
ing configurations.
Bottom: framework
Mg(BH4)2, middle:
bidentate complex
anion [Zn(BH4)3]

–, top:
tridentate complex
anion [Sc(BH4)4]

–.
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M–H bonding configurations can be found
in the respective references above and has
been additionally addressed very recently
by D’Anna and coworkers.[30]

Solid-state NMR spectroscopy has not
yet been fully exploited in light-metal hy-
dride research, probably due to the com-
plexity of the method, it is however com-
monly used by some groups, to determine
how many boron positions with strongly
differing local environments there are.

Decomposition Mechanisms – The
Role of Thermal Analysis

From a practical point of view, the
understanding of structural and chemi-
cal details should result in the accurate
description of a complete storage system
under working conditions. To this end,
additional experimental input on a mac-
roscopic scale is necessary, which should
provide information on general system
properties. In hydrogen storage systems
this implies reaction enthalpies, estimation
of amorphous phase contents and most im-
portantly, decomposition mechanisms. A
detailed description of the latter requires
not only extensive phase analysis bymeans
of in situ diffraction, but also the detection
of all the components invisible to X-rays,
such as amorphous phases and gases.
Therefore, potential working systems un-
der study should always be accompanied
by thermo-analytical methods. Not only is
the nature of gas release the desired num-
ber one result for any application, but si-
multaneously it assists powder diffraction
during the process of system characteriza-
tion. It is an iterative process between dif-
ferent methods to solve an entire system.
The main contribution from TGA-MS and
DTA/DSC consists in unravelling chang-
ing stoichiometries in the sample, to avoid
gettingmislead on unit-cell contents during
reactions and thus compromise the further
description.[31] The thermodynamic char-
acter of events taking place further allows
different mechanisms to be distinguished,
such as displacive or order–disorder phase
transitions, exothermic gas releases, endo-
thermic melt processes, or other processes
taking part in the amorphous part of the
sample.

Hydrogen release kinetics can also be
indirectly studied by hydrogen–deuterium
gas exchange, which allows the activa-
tion energy of exchange to be determined
and thus the mobility of hydrogen atoms.
Deuterium and hydrogen have the same
scattering power, it is therefore impossible
to quantitatively relate X-ray intensities
to exchange dynamics. Precise measure-
ments of lattice parameters can be used to
track the exchange process, the respective
deuteride having smaller unit cell dimen-
sions due to the relatively heavier deuteri-
um nucleus.[32] This however still provides

no means of quantification. In situ Raman
setups are easily placed into the setup at
a beamline and do provide this informa-
tion, when monitoring the band intensities
of Raman signals corresponding to well
separated B–H and B–D vibrations.[33]

Overcoming the Limits – The
Unified Approach

The characterization of all processes in
a respective system requires the purposeful
application of each method where it suits
best. In the following we will illustrate a
combined methodological approach useful
for hydrogen storage systems on the basis
of two recent, representative examples.

System KBH4–ZnCl2
This system is reported in ref. [31] and

is shown here in Fig. 2. It is a classical case
where various unknown phases are present
in the as-synthesized sample, and X-ray
powder diffraction stands no chance of de-
coding the RT pattern on its own, contain-
ing two new compounds, as discovered lat-
er. The preparation of various samples of
different ratios of starting materials is es-
sential in these cases, as outlined above. In
this case the comparison of relative signal
intensities in various mixtures leads to the
assignment of two sets of peaks. A quick
Raman experiment reveals the stretching
vibrations of BH

4
to be split by approxi-

mately 300 cm–1 and points towards pos-
sible topologies based on complex anions
of the kind [Zn(BH

4
)
n
](n–2)–. With this ad-

ditional information the unit cell content is
assigned to the indexed phases. Experience
shows that, when estimating stoichiom-
etries on borohydrides, one should usu-
ally expect atomic volumes of roughly
around 40 Å3. The BH

4
– anion is counted

as one atom. The simple fact of preparing
samples from different starting composi-
tions helps to assign stoichiometries in this
‘KZn’-case, the major phase being solved
as KZn(BH

4
)
3
(containing [Zn(BH

4
)
3
]–) in

Zn-rich samples. The decomposition of
KZn(BH

4
)
3
at 400 K implicates a signifi-

cant gas release, matching molar amounts
of B

2
H

6
and H

2
(Fig. 3), which can be veri-

fied by MS. Simultaneously the second set
of peaks gains in intensity, indicating thus
a decomposition product. The formula-
tion of the decomposition reaction allows
the second set of peaks to be assigned to
K

2
Zn(BH

4
)
4
. Further reactions between

400 and 445 K (Fig. 3) however suggest
this to be an anion-substituted compound
K

2
Zn(BH

4
)
x
Cl

4–x
, as the synthesis involves

an incomplete metathesis reaction be-
tween ZnCl

2
and KBH

4
. The temperature-

dependent composition is refined, and the
appearance of KBH

4
and metallic zinc at

450 K (Fig. 3) suggest chlorine uptake
and BH

4
release in the compound, which

is confirmed subsequently by quantitative
analysis of the anion site during sequen-
tial Rietveld refinements. Peaks marked
with a triangle at room temperature (Fig.
3), initially thought to belong to two dif-
ferent phases, can thus be related to the
same solid-solution series, transforming
to a higher symmetry space group as the
end-member K

2
ZnCl

4
is approached with

temperature (Fig. 3, right). The descrip-
tion of this system did not require exten-
sive input from ab initio calculations, there
were however some ‘cosmetic’ adjust-
ments performed during the optimization
of KZn(BH

4
)
3
, which allowed the phase

to be placed into a better context to the
reported NaZn(BH

4
)
3
.[19,20] These correc-

tions concern minor but interesting details
in the bidentate Zn–H bonding configura-
tion. Antibump-restrained Rietveld refine-
ment results in BH

4
groups with their zinc-

coordinating H–H edges perpendicular to
the triangular plane formed by the boron
atoms in [Zn(BH

4
)
3
]–. The Rietveld fit is

good and there is no reason to doubt this
geometry. DFT however tells us that these
edges are all co-rotated by 16.1° (Fig. 2)
to minimize repulsive effects between hy-
drogen atoms, which then perfectly agrees
with observations made on a genuine trian-
gular Al(BH

4
)
3
molecule.[34]

System LiBH4–Mg(BH4)2–ZnCl2
As structures become more complex,

crystallographic knowledge going beyond
phase characterization becomes more
crucial. The recently reported compound
Li

3
MZn

5
(BH

4
)
15

(M = Mg, Mn)[35] is an
instructive example where solid classical
crystallography and modern ab initio cal-
culations mutually complement each other.
Initially this system was chosen to synthe-
size theoretically studied Mg–Zn borohy-
drides.[36] It was the first attempt to work
on borohydride systems containing more
than two metals. Different compositional
mixtures were again essential to separate
the diffraction signal of the new trimetal-

Fig. 2. Complex anion [Zn(BH4)3]
– as found in

KZn(BH4)3, schematic view of the co-rotation of
BH4-groups as optimized by DFT.
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lic phase from bimetallic phases co-crys-
tallizing in the system. In situ experiments
then provided the necessary information
to determine the decomposition route,
which proceeds via formation of the re-
ported bimetallic LiZn

2
(BH

4
)
5
and LiBH

4
,

Mg(BH
4
)
2
. Based on this, low-resolution

data then were sufficient to assign a unit
cell and guess an approximate composi-
tion. During the investigation, a synthetic
procedure to prepare pure Mg(BH

4
)
2
was

developed,[37] which allowed us shortly af-
ter to repeat the preparations of homoleptic
Li

3
MZn

5
(BH

4
)
15
, resulting in a much high-

er yield, and strengthening the assumed
initial composition. The phase was indexed
in a hexagonal cell and systematic extinc-
tions led to a crystal structure in P6

3
/mcm,

the highest possible symmetry compat-
ible with the extinction symbol P-c-. The
decomposition mechanism and the gen-
eral structural topology corroborated the
proposed trimetallic character of the new
phase.Occupancy-constrained refinements
to ensure charge-balancing led to a mixed
site 6g, occupied by both Li andMg.A sec-
ond Li-position was loosely located in BH

4
octahedral environment (Fig. 4, left) form-
ing face-sharing channels, that suggested
fast ion conduction, and its occupancy was
coupled to that of 6g.Wemeasured the ion-
ic conductivity of Li

3
MgZn

5
(BH

4
)
15
with a

negative result, the value not lying above
a threshold of parasitic electronic conduc-
tion. This prompted us to re-inspect the
occupancy of 6g, which now became the
main problem to be solved. While neutron
powder diffraction (NPD) at 15 K con-

firmed the location of deuterium atoms as
determined by restrained rigid body refine-
ments from SP-XRD data, they provided
no further information on the site mix-
ing of 6g. A combined Li-Mg occupation
on this site leads to a coherent scattering
length of around b

c
= 1.5 fm, as the positive

b
c
of Mg and the negative b

c
of the natural

isotope 7Li partially cancel out in this mix-
ture. The scattering lengths of 11B and D
amount to 6.65 and 6.671 fm, respectively,
thus becoming the main scatterers in NPD.
Sequential Rietveld refinements of in situ
data are a useful tool and commonly em-
ployed in complex hydrides to detect slight
changes of lattice parameters, peak shapes
or phase compositions, indicative of com-
positional changes or substitutions of the
involved phases. The energy of mixing on
a given crystallographic site is an entropic
contribution. Therefore, a chemically dis-
ordered site tends to change composition
as a function of temperature. We inspected
diffraction data at intervals of 1.5 K but the
stoichiometry of Li

3
MZn

5
(BH

4
)
15
does not

vary at all between 150 K and the decom-
position of the compound at 393 K, nor
does the chemical composition of 6g. This
suggested that only an average view of the
chemically disordered Li-Mg occupancy
on 6g is seen by diffraction. This has crys-
tallographic consequences. Ordering of
6g breaks the hexagonal symmetry down
to orthorhombic. Fully ordered structural
models can be studied by periodic solid-
state ab initio calculations and can pro-
vide valuable information when a choice
of space group needs to be reconsidered

towards the end of a structural charac-
terization. This said, starting models are
generated and biased by diffraction. In the
case of Li

3
MgZn

5
(BH

4
)
15
, calculations on

ordered orthorhombic models show that
the minimal optimized energies (per unit
cell) correspond to three distributions that
maximize Mg–Mg distances. Superposing
these distributions with equal probability
results in the symmetry P6

3
/mcm and in 6g

Mg–Li occupancies as determined and re-
fined with diffraction data. From a crystal-
chemical point of view, these findings jus-
tify an ordered description of the structure.
However, they do not yet provide an expla-
nation for the non-conducting character of
the phase. Another very useful correction
that DFT finds in this case concerns the
second (octahedral) Li position, 2b. During
optimizations, lithium atoms start moving
from the center of the octahedron to the oc-
tahedral faces shared by neighboring poly-
hedra along the c-direction. Positioning Li
in this triangular environment (Fig. 4) and
recalculating results in significantly lower
energies. DFT has thus corrected a struc-
tural feature invisible to diffraction (both
SR-XPD and NPD place Li in the octahe-
dron). The topological description changes
slightly, rendering the general picture more
coherent. Lithium is commonly found in
a tetrahedral environment in borohydrides.
The triangular coordination is however
better adapted to its small size than the oc-
tahedral one. The stronger bonding inter-
actions in Li(BH

4
)
3
2– fragments are com-

patible with the zero conductivity.

Fig. 3. Different events taking place in the system KBH4–ZnCl2, probed by thermal analyses TGA/DTA (left, black and grey curves corresponding to
different starting ratios) and in situ X-ray powder diffraction (middle). The temperature-dependent volume evolution of K2Zn(BH4)xCl4–x is shown on
the right. Chlorine uptake starts at 390 K as evidenced by the decrease in volume. The chlorine end-member is reached at the symmetry change to
Pmnb.
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Some Words on DFT

While ab initio calculations are still
commonly regarded as inadequate in pre-
dicting complex hydride crystal structures,
their value in providing details and thus
complementing the experimental informa-
tion is becoming more obvious. But DFT,
when applied correctly and exhaustively
to the problem, goes beyond the validation
of experimental structures. Density func-
tional theory is not only capable of orient-
ing complex groups properly and provid-
ing accurate inter-atomic distances and
angles, it can in some cases correct fea-
tures going beyond the local structure.[22]
However, there are a number of relevant
pitfalls when applying DFT to borohy-
drides.Additionally one must keep in mind
that if used to validate powder structures,
one is employing a far more precise meth-
od to ‘validate’ a less precise one. Both
may be inaccurate though. Thus, optimiz-
ing a structure may not necessarily equate
to making it more accurate. Well-founded
crystallographic and chemical analysiswill
always remain indispensable. Weak inter-
actions need to be accounted for correctly
in ab initio calculations and dispersion cor-
rections are still in development, as are the
codes for the solid state itself. Mg(BH

4
)
2

has received most of the theoretical atten-
tion, and, amongst innumerable attempts,
has been predicted (post experiment) only
once correctly upon the inclusion of van
der Waals corrections.[38] Complex hy-
drides are often either chemically disor-
dered, or show some extent of positional
site disorder on both cation and anion
sites. Most importantly, BH

4
is known to

be inherently dynamic, subject to differ-
ent jump motions also in ordered phases.
Any kind of disorder presents an obstacle
for DFT. However, chemical order may be
modeled, e.g. as shown above, by differ-
ent subgroups, and rotational disorder may
be attempted to model in supercells.[39] A

more sophisticated tool may be to imple-
ment molecular dynamics in periodic DFT
calculations.[40] LiBH

4
is a reference test-

case for the theoretical ‘hydrides world’.
It undergoes an orthorhombic–hexagonal
transition, Pnma – P6

3
mc at 387 K that

involves polar disorder of BH
4
–. Years of

effort have not succeeded in modeling the
HT phase. Very recently this was achieved
by including dynamics in a combined
MD-DFT approach.[41] Experimental tools
more adapted to characterize properties
coupled to dynamic disorder are solid-state
NMR spectroscopy[42,43] and quasi-elastic
neutron scattering.[44,45] Both are being
applied to borohydrides, and the former
has recently also been coupled to ab initio
calculations.[46] These methods can also be
considered as extremely sophisticated op-
tions to decide on structural polarity, if it
depends on the orientation of BH

4
– groups,

inaccessible to X-ray diffraction. One in-
convenient side-effect of the disordered
nature of complex hydrides is that even
experimentally measured room-temper-
ature structures rarely or never represent
the ground state itself. DFT calculations
are commonly performed at 0 K where
dynamics largely freeze. This obviously
severely biases structural predictions. For
structural corrections/optimizations, the
choice needs to be taken of either fixing the
unit cell to experimentally obtained lattice
constants (preferably on powder samples)
or optimizing the cell geometry along with
atomic positions. It is up to the user and
his/her experience to decide which is more
efficient, depending on the specific prob-
lem to be addressed. Our own experience
tells us that DFT can be of tremendous
use, in spite of all its constraints, especial-
ly when working with hydrides that have
significant differences between scattering
powers of contained atoms. For instance,
while LiBH

4
could be fully refined aniso-

tropically with unconstrained hydrogen
atom positions,[8] the structures of a recent

system, CsBH
4
–LiBH

4
[24] needed to be

solved on heavy atoms only, subsequently
introducing the lighter components. This
corresponds to the ‘heavy-atom’method or
Patterson methods in reciprocal space. In
these cases DFT can be valuable to make
a correct subgroup choice, if the structure
has been solved in a supercell. We intro-
duced spectroscopy as a fingerprinting
tool for the metal–hydrogen coordination
scheme. This is a fact that is readily vali-
dated with DFT, as theoretical IR spectra
are easily extracted from an optimization,
provided the structure is stable (no imagi-
nary frequencies). Even more so this is
the case for inelastic neutron scattering
spectra,[47] which are however tedious to
analyze on powders, that do not allow the
measurement of specific phonon branches.

Outlook

It is certain that in the future potentially
useful systems in all energy storage fields,
be it hydrogen, batteries, or other electro-
chemical approaches, will involve highly
complex and dynamic systems, which are
subject to metastability and changing ther-
modynamic equilibria, particle sizes and
crystallinity. The setups at synchrotron
beamlines are evolving quickly and it will
become increasingly feasible to study sys-
tems under working conditions. Structure
solution and complete structural character-
ization will always be at the upmost front
to characterizing these systems. Powder
diffraction is and will surely remain the
most amenable method due to the broad
spectrum of information obtainable and the
simplicity of in situ experiments coupled to
complementary methods such as EXAFS,
IXS, vibrational spectroscopy or TGA/
DTA-MS just to name the most useful ones
for this field. Electron diffraction has de-
veloped rapidly in recent time to challenge
powder diffraction, and has already been
successfully applied to borohydrides.[48]
However, its inherent local sampling on a
nanometer scale and substantially complex
experimental setup inhibiting in situ cou-
pling to other methods pose serious prob-
lems for hydrogen storage-oriented ex-
periments. Additionally, the sensitivity of
soft matter to the electron beam will limit
the method to special applications such as
symmetry determination. From a crystal-
lographic point of view, ingenious devel-
opments such as direct space methods or
charge-flipping are complemented by
first-principles assisted structure solution
that has proven to work well for relevant
systems[49] and represents one more step in
unifying theoreticians and experimental-
ists. Especially the prediction of new sys-
tems will be a common ground for both re-
search fields.Not only can experimentalists

Fig. 4. Locations of lithium on site 2b as determined by X-ray and neutron powder diffraction (left)
and as optimized by density function theory calculations (right).
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provide theoreticians with information for
calculations, but predictions on whole sys-
tems can also be confirmed by experiment
as was recently illustrated on potassium
silanides,[50] and which is the original idea
of physical science in general.
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