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Abstract: Drug discovery benefits from computational models aiding the identification of new chemical matter 
with bespoke properties. The field of de novo drug design has been particularly revitalized by adaptation of 
generative machine learning models from the field of natural language processing. These deep neural network 
models are trained on recognizing molecular structures and generate new molecular entities without relying on 
pre-determined sets of molecular building blocks and chemical transformations for virtual molecule construction. 
Implicit representation of chemical knowledge provides an alternative to formulating the molecular design task 
in terms of the established, explicit chemical vocabulary. Here, we review de novo molecular design approaches 
from the field of ‘artificial intelligence’, focusing on instances of deep generative models, and highlight the pro-
spective application of long short-term memory models to hit and lead finding in medicinal chemistry.
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1. Machine Intelligence in de novo Design
Computer-assisted molecular design has long been considered 

an opportunity for drug discovery. With the renewed relevance of 
‘artificial intelligence’ (AI) research, the field is now in the midst 
of a surge of interest, catalyzed by advances in data processing 
power, the availability of software solutions for machine learning, 

and the development of innovative AI tools.[1–3] Part of the ap-
peal of applying AI in drug design lies in the potential to develop 
data-driven model building processes to navigate datasets arising 
from experimental compound screening, generate new molecular 
structures, and prioritize the alternatives.[4] Given the complexity 
of multi-dimensional decision making in drug discovery, the key 
question is whether AI can help us identify better drug candidates 
faster. AI will probably play a role in answering this question.[5] 
These algorithms enable a computer system to interact with an 
environment and achieve goals in a wide range of settings,[6] from 
robotics to forecast.[7–10] There is a rich history of machine learn-
ing in drug discovery and design,[11] e.g. by guiding experimental 
testing, compound synthesis and library generation. [12–16] De novo 
design, i.e. the generation of a molecule with desired properties 
from scratch,[12] is one of the most challenging tasks for materials 
science and drug discovery. 

One application of machine learning is quantitative struc-
ture–activity relationship (QSAR) modeling, which is based on 
the premise that the molecular structure is responsible for the 
molecule bioactivity and links molecular descriptors to experi-
mentally-determined molecular properties with machine learn-
ing algorithms.[17–21] Compared to the ‘direct’ QSAR approach 
(i.e. inferring properties from molecular structures), ‘inverse’ 
QSAR[22,23] modeling (i.e. designing structures with desired 
properties) has an intrinsically higher complexity, e.g. due to the 
inversion of model equations, the presence of multiple solutions 
and difficulties in the reverse-decoding of molecular descriptors. 
The estimated cardinality of chemical space (1060 molecules) [24] 
renders combinatorial optimization and structure enumeration 
computationally demanding and limited with regard to the size 
of the virtual compound libraries. Consequently, the scope of de 
novo design based on virtual molecule enumeration is limited. 
Rule-based approaches for fragment assembly (e.g. evolutionary 
algorithms,[25–27] structure-based linking and growing,[28,29] reac-
tion-driven design[30–32]) offer practical solutions when libraries of 
building blocks, molecule construction rules, and suitable scoring 
functions are available. Generative deep learning has emerged as 
a complementary approach to rule-based de novo design. These 
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2.1 Long Short-term Memory Networks
Of the various generative deep learning approaches employed 

for de novo design, LSTM networks (LSTMs)[50] have been stud-
ied in considerable detail.[56,58–60] LSTMs are recurrent neural 
networks borrowed from the field of natural language processing 
(Fig. 1b).[61] They are trained on sequential data, e.g. sequences 
of words or characters (‘tokens’, where a token is one discrete 
element of the sequence), and learn to predict one token at a time, 
based on the preceding portions of the sequences and a probability 
estimation. Once trained, the model can be used to generate novel 
sequences, by using a ‘start’ token as input and generating one 
token at a time, until the ‘end’ token is produced. LSTMs possess 
a memory unit (or memory cell, c

t
, Fig. 3), which encodes infor-

mation on inputs that have been observed before; additionally, 
memory gates control the information flow from past events to fu-
ture predictions.[62] The input gate controls the extent to which the 
new input influences the cell state; the forget gate controls what 
to keep from the previous cell state; and the output gate controls 
the extent to which the updated cell state is used to compute the 
new hidden state value (s

t
, Fig. 3). In this way, important sequence 

features can be carried along over long time spans, thereby captur-
ing long-distance dependencies in the input sequences.[63]

LSTMs for de novo molecular design have been mostly used 
to generate SMILES strings[64–66] and amino acid sequences.[67,68] 
Fewer studies have focused on other string-based molecular rep-
resentations (e.g. InChI,[51] DeepSMILES[66,69]). The theoretical 
concept of applying LSTMs to molecule design was proposed by 
Bjerrum and Threlfall,[60] who obtained ‘chemically plausible’ 
molecules according to retrosynthetic analysis using SMILES 
strings. Nagarajan et al.[68] trained an LSTM model to generate 
antimicrobial peptides (AMPs) using the amino acid sequence. 
Later, Segler et al.[56] pre-trained an LSTM model on 1.4 million 

machine learning models represent and construct chemical enti-
ties implicitly, i.e. without the need of hard-coded design rules, 
pre-defined building blocks and scoring functions. 

2. Generative Deep Learning
Fueled by the increase in computing performance, statistical 

advances and data availability,[33–35] de novo molecular design 
with generative approaches employs deep learning methods, in 
particular artificial neural network models (Fig. 1).[36–39] ‘Deep’ 
neural networks contain more than one layer of non-linear signal 
processing (Fig. 1).[40] Compared to ‘shallow’ machine learning 
architectures (e.g. neural networks with a single hidden layer, 
support vector machines, random forests), certain deep network 
models are able to grasp more complex data structures (‘features 
of features’) and need smaller amounts of labeled data for model 
development.[2,41,42]

Generative deep learning aims to model the underlying dis-
tribution of a given set of samples and, by sampling from the 
modelled distribution, generate new data points without the 
need of hard-coded design rules (Fig. 2).[49] Methods such as 
long short-term memory (LSTM) networks,[50] and variation-
al autoencoders[45] have been proposed for this purpose (Fig.  
1b). [37,51– 56] These generative tools learn from known molecules 
which are represented in a suitable way (e.g. molecular graphs, 
simplified molecular input line entry systems (SMILES) string 
notations,[57] amino acid sequences) to generate representa-
tions of novel molecules – in the so-called ‘end-to-end’ (e.g. 
SMILES-to-SMILES) fashion. Generative deep learning meth-
ods can form internal representations of molecules, without the 
need of human-engineered rules for numerical encoding or sam-
ple generation (e.g. molecular descriptors, molecule assembly 
rules) (Fig. 2b).

Fig. 1. Schematics of popular deep learning methods for hypothesis generation for virtual compound screening and de novo drug design. (a) 
Predictive approaches produce a qualitative or quantitative output as a function of the input x. A feedforward net (left) is a universal function ap-
proximator, where each layer of signal processing units (filled circles, ‘neurons’) captures increasingly complex features of x for computing f(x). 
Convolutional neural networks[43,44] (right) are based on the successive application of filters to the pixels of the input image, and on convolution 
operations to capture the input-output relationships. (b) Generative models can be used to sample novel instances of x (e.g. molecules). Variational 
Autoencoders[45–47] (left) learn continuous data representations (encodings, f(x)), which are used to sample novel data points (x). Recurrent networks 
(middle) contain a recurrent layer (or cell) that is able to handle sequential data, by producing characters (‘tokens’) at time step t (xt), based on the 
previous tokens of a sequence ({x1,…xt-1}). Generative adversarial networks[48] (GANs; right) are composite deep models, where one network gener-
ates candidate molecules (‘generator’) and the other evaluates them (‘discriminator’). Competition between the two networks leads to an improve-
ment of both the generator and the discriminator model.
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molecule design,[64] and to generating new bioactive nuclear re-
ceptor modulators from scratch.[75] This LSTM model was pre-
trained on approximately 500,000 bioactive molecules from 
ChEMBL22[77] (K

D
, K

i
, IC/EC

50
<1 µM) and then fine-tuned on 25 

fatty acid mimetics with known agonistic activity on retinoid X re-
ceptors (RXR) and/or peroxisome proliferator‐activated receptors 
(PPAR).[64] From the fine‐tuned model, 1000 SMILES were gen-
erated, starting from the fragment ‘−COOH’ and ranked accord-
ing to (i) their pharmacophore similarity to known bioactives,[78,79] 
and (ii) the computationally predicted biological target. [80] Five 
top-ranked compounds were selected and tested in vitro for their 
activity on PPAR and RXR receptors. Four out of five selected 
designs activated PPAR and/or RXR subtypes, and showed EC

50
 

values ranging from 14±2 µM to 0.13±0.01 µM with different 
selectivity profiles[75] (Fig. 4).

molecules, and then ‘fine-tuned’ it by using sets of molecules with 
desirable biological properties (transfer learning). Transfer learn-
ing – the task of transferring the knowledge of a previously trained 
model to a related, more specific, task on which less training sam-
ples are available[65] – proved useful to bias the model towards fo-
cused regions of chemical space, after learning the SMILES gram-
mar in the pre-training step.[56] Since these first theoretical studies, 
LSTMs have been increasingly used for de novo design (e.g. refs 
[38,70–74]). In what follows, we focus on selected prospective ap-
plications of LSTMs in medicinal chemistry from our laboratory.

3. Prospective Application of Generative LSTM Models
Only few studies have focused on the prospective experimen-

tal testing of generative models for molecular design.[37,52,68,75,76] 
Recently, we have applied an LSTM model to fragment-based 
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Fig. 2. Deep learning for de novo molecular design. (a) Schematic representation of a generative model. Starting from real data (X) drawn from an 
(unknown) distribution (Pdata), generative models form a probabilistic model of X. The modeled distribution (Pmodel) can be than used to generate new 
data instances (Xnew) that appear to be drawn from Pdata, (b) Descriptor-based vs deep machine learning (ML). While descriptor-based ML relies on 
molecular representations that are chosen prior to model training (e.g. binary fingerprints, physicochemical properties), deep ML learns from more 
basic molecular representations (e.g. SMILES string, molecular graph). 
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Fig. 3. Simplified representation 
of an LSTM with one neuron (left), 
which is a special type of recur-
rent neural network. LSTMs model 
a dynamic system, in which the 
network state at any t-th time 
point depends both on the current 
observation (xt) and on the previ-
ous state (at t-1), and is used to 
predict the output (yt). At each t-th 
time step, the network uses the 
input xt to generate a predicted 
character, yt, starting from the in-
put xt; this procedure is repeated 
for each t-th time step. In the gen-
erative setting, the LSTM model 
is trained to predict the next char-
acter, so that yt=xt+1. The zoom-in 
(right) shows an LSTM neuron, 
where ct represents the memory 
cell which encodes information on 
the input that has been observed 
up to the t-th time step, and st 
represents the network state (‘+’ 
and ‘x’ symboles indicate the sum 
and Hadamard product, respec-
tively). 
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of the generated designs, thereby showing the potential of gen-
erative deep learning to bridge the chemical space of synthetic 
molecules and natural products in an application-tailored fashion. 
The model that was fine-tuned with six NPs was then used to 
generate two novel RXR modulators (3 and 4, EC

50
 values rang-

ing from 15.7 ± 0.8 µM to 29 ± 5 µM, Fig. 4).[76] The results also 
showed that the deep learning model can generate molecules lying 
at the interface between synthetic bioactive molecules and natural 
products. 

4. Outlook
LSTMs and other generative models have been added to the 

medicinal chemist’s toolkit, with visible success in pioneering 
experimental applications. We expect these prospective applica-
tions to be the first of many others to come. In fact, we envisage 
these tools to be rapidly incorporated in standard de novo design 
workflows in the near future, to accelerate the exploration of the 
chemical space in search of novel bioactive matter. At the same 
time, the rapid progress in the field of machine intelligence bears 
the potential to further the capacity and efficiency of deep learn-
ing methods for de novo design, especially in low-data regimes 
and with limited a priori chemical and biological information. AI 
supported de novo structure generation is a welcome first step. 
However, it is a long way from isolated proof-of-concept studies 
to developing new medicines. Progressing the computer-gener-
ated compounds towards a clinical drug candidate still remains 
to be demonstrated, as well as the anticipated significant cycle 
time and cost reductions in the generation of a novel clinical drug 
candidate. A curious but cautious approach may thus be advisable, 
given the required shift from the established discovery processes 
in medicinal chemistry to science that includes and values the 
contribution of AI.

Judging from other fields of application, e.g. in the music in-
dustry, the potential of generative AI for drug design is, however, 
largely untapped and might extend beyond serving as a simple 
generation/recommendation system. The capacity of certain deep 
learning algorithms to autonomously capture complex patterns 
in high-dimensional data might deliver new insights into syn-
thesis optimization, ligand–receptor interaction, and underlying 
mechanisms of pharmacological action. An interpretable chemis-
try-savvy AI will undoubtedly be helpful (e.g. Fig. 5). Exploring 
this untapped potential will require a synergy between medicinal 
chemists, chemoinformaticians and statisticians, to map data in-
puts and model outputs to chemical and biological knowledge. 

A similar strategy was adopted to obtain anticancer peptides 
(ACPs) de novo.[52] An LSTM model based on amino-acid se-
quences of peptides[67] was pre-trained on a computer-gener-
ated set of 10,000 presumably alpha-helical and amphipathic 
peptides. [81] The model was fine-tuned on 26 anticancer peptides 
with low-micromolar activity against MCF7 cancer cells and di-
verse selectivity on human erythrocytes. After this transfer learn-
ing step, 1000 peptides were sampled, and the 12 top-ranking se-
quences based on similarity analysis and property prediction[81–83] 
were synthesized and tested in vitro. Ten out of the 12 peptides 
were bioactive (EC

50 
values between 16.1±0.3 µM and 101±4 µM 

on MCF7 cancer cells) and inherited the selectivity profile of the 
fine-tuning peptides with a therapeutic index ranging from 1 to 
>11 (Table 1).[81] Both of these prospective studies confirm the 
potential of generative LSTMs for focused compound libraries 
design, without the need of explicit structure–activity rules or 
QSAR models.

Recently, generative deep learning has been used for natural-
product-inspired de novo design.[76] Natural products (NPs) and 
their molecular scaffolds have always been a source of inspiration 
to medicinal chemists, largely owing to their often unexplored 
scaffolds for the discovery of chemical probes and drugs.[84,85] In a 
prospective application, an LSTM model was utilized for generat-
ing new molecules inspired by NPs.[76] Again, a pre-trained LSTM 
model[75] was fine-tuned using only one, three or six natural RXR 
modulators from literature.[86–89] The number of NPs for LSTM 
fine-tuning was shown to affect the natural-product likeness[90] 
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Fig. 4. Nuclear receptor modulators designed by a generative LSTM 
model.[75,76] 1, 2: Dual modulators of retinoid X receptors (RXR) and per-
oxisome proliferator-activated receptors (PPAR)[75]; 3, 4: Natural-product 
inspired modulators of RXR.[76]

Table 1. Bioactive anticancer peptides generated de novo with an LSTM model.[52] The half-inhibitory  
concentration (IC50) against MCF7 cancer cells, the half-hemolytic concentration (HC50), and the therapeutic  
index (T.I. = HC50/EC50) are given (mean ± SEM, N=3). 

Amino acid sequence IC50 [µM] HC50 [µM] T.I.

KLWKKIEKLIKKLLTSIR 47±3 236±13 5.1±0.6

YIWARAERVWLWWGKFLSL 56±3 >400 >7

DLFKQLQRLFLGILYCLYKIW 47±4 132±16 2.8±0.6

AIKKFGPLAKIVAKV 95±4 >400 >4

RWNGRIIKGFYNLVKIWKDLKG 42±4 89±6 2.1±0.3

KVWKIKKNIRRLLHGIKRGWKG 34±4 >400 > 11

GFWARIGKVFAAVKNL 101±4 >400 > 4

AFLYRLTRQIRPWWRWLYKW 45.5±0.8 34±5 0.7±0.1

RIWGKHSRYIKIVKRLIQ 50±10 >400 >8

QIWHKIRKLWQIIKDGF 16.1±0.3 23±5 1.4±0.3
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These efforts will be key to expand the abilities of creative ma-
chines for molecule generation and pattern recognition. Medicinal 
chemists will be confronted with increasingly more complex data 
and drug target hypotheses. At the same time, we have to concede 
our limited knowledge of human biology and pathophysiology. AI 
needs to provide answers flexibly, as drug discovery knowledge 
develops. If successful in the long run, the envisaged collabora-
tive drug design engine may not only imitate but exceed human 
decision making as a core aspect of the molecular design process. 
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