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Abstract: Atomistic simulations are a powerful tool to explain and guide experimental investigations, but there
are cases where a clear correspondence is difficult to obtain. While the theoretical framework to get the static
picture of the equilibrium structures in vacuum is well-established, it is challenging to correctly model them in
operando conditions (at the right experimental temperature, pH and pressure). In this short review the main theo-
retical approaches are briefly presented, supported by selected case studies where the structural and dynamical
properties of different systems are investigated. A successful match with the experimental data is accomplished
by choosing the proper level of theory in order to describe the structure under study in the most accurate and
realistic way.
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1. Introduction
Atomistic simulations are nowadays widely used to support

experimental results, guide further investigations and even make
predictions. This is particularly true in surface science, where the
direct probing of phenomena at the nanoscale is not straightfor-
ward. While for an experiment it is possible to choose between
different probing techniques, similarly the type and scale of the
simulation can be selected. The two big general classes of atom-
istic simulations are quantum-mechanical and classical methods.[1]
The former class (which includes density functional theory, in
short DFT) gives the most accurate results, but can be compu-
tationally expensive – it can only be applied to relatively small
systems (approximately a million of atoms at best) and short time
scales. Classical methods based on molecular mechanics can
instead be applied to larger systems and longer time scales, but
results are averaged properties and less accurate. In this case sta-
tistical mechanics is used to correlate single molecule’s properties
to the macroscopic thermodynamic properties of the real systems.

An approach that combines quantum-mechanical and classical
methods is QM/MM (quantum mechanics/molecular mechanics),

where only a part of the system, the one where more accuracy is
needed, is modeled with QM; the remaining part is treated with
MM resulting in a gain in speed.[2]

Choosing the right level of the simulations’ theory method is
essential to be able to compare the computed properties with the
experimental ones, but still what may happen is that the simulated
results do not agree with the experimental data. These ‘mismatch’
situations cannot be easily quantified, since usually published pa-
pers only show the ‘successful matching’ cases, but are indeed
common. It is important to correctly interpret the experimental
data and to use the right models to capture the most fundamental
aspects, always being aware of the model’s limitations and sim-
plifications.

In this short review, atomistic simulations are used to match
and interpret experimental scanning probe microscopy images, in
terms of atomic structures and electronic properties. I will first
present a few cases where atomistic simulations have successfully
supported experimental data concerning the atomic structure of
the investigated material and its spectroscopic properties (section
2). Methods to correctly model dynamic environments like solid/
liquid interfaces are addressed in section 3.

2. Structural Properties
The systemunder investigation is usually a solid in contact with

molecular species either in vacuum[3] or in an aqueous media.[4,5]
It is first of all important to know the phase of the analyzedma-

terial in order to correctly model it. Characterization techniques
like STM and AFM yield images with almost atomic resolution,
allowing the theorists to directly compare the proposed atomistic
model with the experimental images. Some codes also provide
simulated STM images, that allow a direct comparison with the
real STM image.

Solid/liquid interfaces are often found in experimental setups,
sincemany processes take place in aqueous electrolytes – catalysis
in UHV is not realistic.[6] It is therefore crucial to know the prop-
erties of the involved solution, such as the pH. Solvation models
are commonly used to account for a liquid in a solid/liquid setup.
They are divided in explicit, where the solvent’s molecules are all
included (at a great computational cost) and implicit (continuum),
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between the P clusters and the metal blocks indeed the adsorption
of CO, inhibiting the catalytic performance of Pt.

2.2 p-Nitroaniline in Water
Nishioka et al.[10] performed frequency-modulation atomic

force microscopy (FM-AFM) measurements in an aqueous so-
lution of p-nitroaniline, an organic compound used for medical
applications. Narrow-area topography images, obtained by vary-
ing the tip–surface distance to keep the frequency shift constant,
highlight the presence of two configurations with non-equivalent
appearances of bright spots[10] (Fig. 2), given by the asymmetry of
theAFM tip. The first topography, only rarely found, includes two
spots with similar brightness, while the most commonly observed
one has a combination of bright/darker spots (Fig. 2).

Large-scale MD simulations based on preliminary DFT op-
timizations have been used by Spijker et al.[5] to investigate the
crystal structure of p-nitroaniline. Two different stable crystal
configurations have been found, namely them-crystal (with space
group P21/

m
) and the c-crystal (space group P21/

c
), corresponding

to the rare and commonAFM images. For both atomic structures,
the agreement with the AFM topographic images is excellent.
An analysis of water density profiles and surface hydration ener-
gies further allows to hypothesize that the actual most common
p-nitroaniline surface is not the c-crystal, but a m-crystal with
a superficial c-type reconstruction, even if no previous crystal-
lographic results ever suggested this possibility, as they were fo-
cused on the crystal bulk phase. This is a perfect example of how
atomistic simulations can shed light on the molecular structure
of a crystal/solvent heterostructure and guide future experimental
investigations.

3. Dynamical Properties
Once the atomic structure of the examined system is well

known, dynamical processes like chemical reactions can be mod-

where the solvent molecules are replaced by a homogeneously
polarizable medium reflecting the screening properties of the real
solvent (a cheaper approach).

These types of heterostructures can be investigated with dif-
fraction and scanning probe techniques. AFM is particularly well
suited because of its atomic resolution imaging either in vacuum
or in a solution, while STM cannot be easily performed in aque-
ous electrolytes.[7]

In the following subsections two cases are presented, where
the match simulation/experiment is very good – Spijker et al.[5]
even predicted a never-observed reconstruction of the analyzed
crystal.

2.1 Phosphorus Adsorption on a Platinum (111) Surface
Platinum is a commonly used metal in many catalytic applica-

tions, like the reduction of NOx to nitrogen and the oxidation of
CO and hydrocarbons. Its performance is inhibited by impurities
like sulfur and phosphorous that poison the catalyst.[8] It is there-
fore important to study the adsorption of these impurities on the
platinum surface, in order to understand how to extend the life of
the catalyst. While sulfur on Pt has been extensively studied,[9]
poisoning of Pt by phosphorous has been only recently investi-
gated by Heikkinen et al.[8]

In their paper, DFT calculations have been used to study the
adsorption structure of molecular phosphorus on Pt(111) in UHV.
In the experimental STM image it is possible to notice the par-
ticular mosaic-like arrangement that the P clusters adopt on the Pt
surface (Fig. 1). From their size and shape, the authors have iden-
tified two types of P clusters that are plausible to be the ones on Pt.
They came to this conclusion also considering the experimental P
annealing temperature. The simulated STM image confirms this
hypothesis, resulting in a perfect match with the original STM
(Fig. 1). An electronic analysis highlights that some charge is be-
ing transferred from P clusters to the Pt surface. This interaction

Fig. 1. From left to right: top view
of the unit cell of the hexagonal
phosphorus pattern on top of
Pt(111), STM image of a Pt(111)
surface with a saturated phospho-
rus adlayer with sample bias and
tunnelling current of 62 mV/0.42
nA – phosphorus forms a hexago-
nal superstructure consisting of
triangular clusters surrounded by
circular pores (the unit cell of the
superstructure is shown), simu-
lated STM image. Reprinted with
permission from ref. [8]. Copyright
2015 American Chemical Society.

Fig. 2. AFM experiments (top right)
are superimposed with structures
obtained from MD simulations.
Left side: rare AFM is compared
with the m-crystal of p-nitroaniline
(H2NC6H4NO2). Right side: com-
mon AFM is next to the p-nitro-
aniline c-crystal. Reprinted with
permission from ref. [5]. Copyright
2014 American Chemical Society.
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tween the h-BN and Rh is stronger, connected by ‘wire’ regions,
where h-BN is more distant from the metal substrate, resulting in
an overall stable periodic corrugation of the NM. Thanks to its
intrinsic topology, the NM has regions with different electronic
properties, giving rise to a variety of applications.[16] Because of
the complexity of NM experimental investigations, atomistic sim-
ulations are usually employed to gain valuable insights about its
properties. A BN unit cell is given by 13x13 h-BN pairs on top of
12x12 Rh(111) units, hence rather large simulation cells have to
be used to model the phenomena of interest. This aspect, coupled
with the intrinsic complications in dealing with the metal sub-
strate, calls for routes to overcome the current size and time-scale
NM-modelling limitations of standard DFT-based MD. In ref.
[17] the authors show that the second-generation Car-Parrinello
scheme (SGCP), implemented in the CP2K suite of programs,[18]
results in a 17x speed up of ab initio MD simulations, compared
to the standard Bohr-Oppenheimer MD scheme. SGCP constant
temperature/volume (NVT) simulations of the NM shed light on
the NM dynamical properties like their thermal stability.

While at 430 K the pores and wires are well marked, their
borders become less defined at 710 K, while at 1380 K it is not
possible anymore to distinguish the two sites (see Fig. 3). A
residence-time analysis confirms that the pores migrate over the
metallic substrate with a wave-like motion that could explain the
STM-resolved growth of h-BN on Rh by intact NM units.[19] This
is another example of how atomistic simulations can help under-
stand experimental data.

3.2 AIMD Simulations of Aqueous CO/Pt(111) Interface
The second-generation Car-Parrinello scheme (SGCP) has

also been used in the work of Lan et al.,[20] where the authors
modeled the adsorption of CO on Pt(111) in the presence of liq-
uid water at room temperature with ab initio molecular dynamics
(AIMD) simulations. In electrochemical cells, platinum is com-
monly used as electrode material, while CO molecules are usu-
ally adopted as molecular markers, given their very specific vibra-
tional properties. Experimental IR spectra show that CO bound
to Pt in the presence of water has a characteristic red shift that is
not found in dry conditions. A direct interaction of the metal with
water molecules has been proposed as a possible explanation of
the spectral features, but a clear explanation is lacking.

Tradition force fields are unable to capture the electronic prop-
erties of the interface, thereforeAIMD simulations have been per-
formed to get the most accurate description of the interactions
between the species involved. SGCP allows to sample longer time
scales, also in presence of a metal and an implicit solvent.

The authors modeled different CO coverages, considering the
clean Pt(111) surface as reference.A water bilayer with an icelike

elled through molecular dynamics (MD), where the motion of at-
oms is computed by applying Newton’s second law to the atomic
coordinates, thereby treating them classically. It is necessary to
run the MD simulations for an appropriate time, in order to sam-
ple a sufficient amount of the conformational space and energy
landscape.[11]An accurate sampling of the phase space is required
to get meaningful quantities that properly represent the analyzed
phenomena,[12] like the electronic structure that can be monitored
along the trajectory.

In ab initioMD the potential energy surface (energies, forces)
is calculated at a quantum level at every optimization step, result-
ing in a huge computational effort feasible only for small systems
and short time scales.

In section 3.1 a new approach is presented, the second-gen-
eration Car-Parrinello scheme (SGCP), that allows to obtain a
substantial speed up of the ab initio MD calculation. SGCP has
been used to simulate complex systems like the aqueous Pt(111)/
CO interface, in section 3.2. The QM/MM (quantum mechanics/
molecular mechanics) approach[2] has instead been employed in
section 3.3 to model the wetting of water on the h-BN/Rh(111)
nanomesh.

In standard MD, force fields (potential functions in term of
atomic coordinates) are used to get the instantaneous force on
each atom. Force fields have parameters that are fitted to experi-
mental data or high-level quantum mechanical calculations, al-
lowing standard MD simulations to model bigger systems and
longer timescales. Non-reactive empirical potentials cannot mod-
el electron-related properties like charge transfer and bond cre-
ation/breaking, while advanced atomistic potentials that include
also atomic charges can. In the Tersoff potential the charges are
considered fixed, while variable-charge potentials like ReaxFF
and COMB allow charges to dynamically evolve, in order to
model, for example, a chemical reaction.[1] The intrinsic prob-
lem of force-fields is that they are fitted to particular reference
data, therefore their reliability and transferability[13] are limited.
Attempts to improve force fields are limited by their intrinsic limi-
tations,[14] hence novel approaches are needed.

In Section 3.4 a new type of model, FFLUX, is presented as
an alternative to traditional force fields.

3.1 h-BN/Rh(111) Nanomesh with Second Generation
Car-Parrinello MD

Hexagonal boron nitride (h-BN) has been shown[15] to grow
on top of rhodium forming the well-known nanomesh (NM), an
interesting nano-structure characterized by periodic corrugation
of the h-BN, given by Moiré patterns resulting from the lattice
constant mismatch between the 2D material and the metal. A NM
is 60% constituted by ‘pore’ regions, where the interaction be-

Fig. 3. Snapshots from NVT trajectories of the boron nitride nanomesh at (from left to right) 430 K, 710 K and 1380 K. B and N atoms residing in the
pore region are enlarged and blue colored, while smaller atoms in red code are part of the wire/rim regions (at least 2.7 Å above the Rh surface).
Reprinted with permission from ref. [17]. Copyright 2016 Springer Nature.
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effect; in the case of NM-H instead the effect is less pronounced
because of the intercalated H atoms. This behavior has actually
been confirmed by experimental STM data,[22] where stable ice
hexamers have been found only in the NM pore, not in the wire
region. Concerning wettability, the NM-H surface is slightly less
hydrophilic, as the contact angle of a water droplet is bigger than
in the case of a regular NM.

3.4 FFLUX
FFLUX[23] is a next-generation force field, where the inter-

actions between the atoms are described quantum mechanically,
overcoming the shortcomings of traditional force fields since no
fitted potentials are required. Even if to date it has only been tested
on small organic molecules,[23] it shows promising performances,
as it can correctly reproduce their ground state to a <0.01 eV ac-
curacy with respect to reference DFT values using the B3LYP
functional.

In FFLUX the atoms have a quantum description since the
interacting quantum atoms (IQA) scheme is used to topologically
partition the atoms (Fig. 5) in a parameters and orbitals-free way.
IQA is as a matter of fact a quantum chemical topology (QCT)
scheme that partitions the wave function only using the gradient of
the electron density. The kriging (or Gaussian process regression)
machine learning method is then used to obtain potentials able to
reproduce the potential energy surface (PES) of the target mole-
cules, giving information on barrier heights and stationary points.

The energy and structures of the molecules’ most stable con-
figurations are well reproduced by FFLUX. An increase in the
number of the training set conformations employed to train the
FLLUXmodel will result in further accuracy improvements, but it
will lead to a higher computational cost. Since the FFLUX perfor-

character is formed at the surface, while liquid water is recovered
after approximately 1.5Å from the surface (Fig. 4). Increasing the
CO coverage, the structured water bilayer changes, as more CO
molecules make it difficult for water to closely approach the Pt
surface. A statistical analysis of long-enough trajectories allows
to gather a few rare hopping events between different CO adsorp-
tion configurations. An accurate vibrational analysis shows that
the IR red shift observed in presence of water is not caused by
the interaction between water and the CO adsorbates through the
formation of hydrogen bonds, but is an indirect effect of the water
molecules of the first layer that get chemisorbed at the Pt surface,
as an electronic redistribution takes place among the Pt d-band
and the CO antibonding states. The Pt–C bond gets looser as the
CO or water coverage increases, allowing CO hopping events that
result in a softer CO stretching mode, as experimentally observed.

The extended dynamical sampling of such a complex interface
with AIMD + SGCP is therefore feasible and allows to get an ac-
curate description of the specific thermodynamic conditions of the
system under study.

3.3 A QM/MM Model for the Wetting of Water on the
h-BN/Rh(111) Nanomesh

The wetting behavior of liquid water on functional surfaces is
important for many technological applications.[21] In their com-
putational paper,[21] Golze et al. modeled liquid water on top of a
normal nanomesh (NM) and in a particular case where atomic H
has been intercalated (NM-H), resulting in a flatter superficial h-
BN layer compared to the normal NM, where h-BN is corrugated.
These two cases have been chosen since the wrinkling of h-BN
affects the surface’s functionality and hydrophilicity.

The whole system composed of water + NM/NM-H is too
big to be feasibly modeled using a full quantum mechanical ap-
proach, therefore QM/MM has been used. In particular, DFT
(QM) is employed to treat water, while for the substrate/molecules
interactions MM is used. It is important that the modulations in
the electrostatic potential (ESP) are well-reproduced by the force
field used in the MM part, since the ESP is responsible to trap the
water molecules in the NM pore. Usually, in normal force fields,
electrostatic interactions are related to partial atomic charges. The
authors came up with a fitting procedure, tailored for periodic
systems, to determine the charges (called RESP charges) that will
result in the correct ESP. These charges are then used in the MD
simulations to correctly model the electrostatics between the NM
and the water layer.

The results indeed confirm that thewatermolecules get trapped
inside the pores in the case of the normal NM, because of the ESP

Fig. 4. Configurations of the
CO monolayer adsorbed on the
Pt(111) slab in vacuum (a) and in
presence of liquid water (b). The
blue lines indicate the borders of
the supercell. Color code: silver
represents Pt, cyan C, red O, grey
H. Reprinted with permission from
ref. [20]. Copyright 2018 American
Chemical Society.

Fig. 5. Schematic showing the topological partition of a molecule based
on the interacting quantum atoms (IQA) scheme. Reprinted with permis-
sion from ref. [23]. Copyright 2018 American Chemical Society.
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mance is affected by how the ensemble of conformations used to
construct the model is generated and by its size, future efforts will
focus on finding ways to reduce the dimension of the conforma-
tion ensemble needed to correctly model the system.[23]

4. Conclusions
Thanks to supercomputers, nowadays computational chemists

can model the atomic structures of the systems under study and
their dynamical behavior, even predicting features that might be
experimentally confirmed. MD simulations with the SGCP allow
to sample the dynamics of molecules adsorbed on a surface un-
der specific thermodynamic conditions, while with the QM/MM
approach, a part of the system can be treated classically (MD)
and a part at the quantum (DFT) level. Solid/liquid interfaces
remain challenging to simulate in operando conditions, but new
approaches to get rid of the limitations of classical force-fields are
currently investigated.

In the end, to get good agreement between experimental scan-
ning probe microscopy and simulated data, it is important to use
the most appropriate theoretical framework that best describes the
experimental setup and that is most convenient also in terms of
computational cost.
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