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Abstract: Despite the availability of a variety of ‘-omics’ technologies to support the system-wide analysis of 
industrially relevant microorganisms, the manipulation of strains towards an economically relevant goal remains a 
challenge. Remarkably, our ability to catalogue the participants in and model ever more comprehensive aspects 
of a microorganism’s physiology is now complemented by technologies that permanently expand the scope of 
engineering interventions that can be imagined. In fact, genome-wide editing and re-synthesis of microbial and 
even eukaryotic chromosomes have become widely applied methods. At the heart of this emerging system-wide 
engineering approach, often labelled ‘Synthetic Biology’, is the continuous improvement of large-scale DNA syn-
thesis, which is put to two-fold use: (i) starting ever more ambitious efforts to re-write existing and coding novel 
molecular systems, and (ii) designing and constructing increasingly sophisticated library technologies, which 
has led to a renaissance of directed evolution in strain engineering. Here, we briefly review some of the critical 
concepts and technological stepping-stones of Synthetic Biology on its way to becoming a mature industrial 
technology.
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1. DNA Synthesis – The Machine Room of Synthetic 
Biology

Defining ‘Synthetic Biology’ is often a cumbersome effort, 
but one starting point to think about the topic is our increasing 
ability to do chemical (i.e. non-template driven) DNA synthesis. 
Although this is clearly a topic that appeared early on in the story 
of the progress of the life science enterprise,[1] it has been only 
much more recently that large-scale DNA synthesis has become a 
commodity that is within reach of many academic laboratories.[2]

In its essentials, the DNA synthesis methodology that under-
pins Synthetic Biology – phosphoramidite chemistry – has not 
changed since the mid-1980s. In a cycle of deprotecting the 5'-hy-

droxyl group at the end of a growing polynucleotide chain, grow-
ing the strand via the phosphoramidite linked to the 3'-hydroxyl-
group of an incoming monomer, and oxidizing the phosphorami-
dite, DNA strands are grown into oligonucleotides of – roughly 
speaking – up to 50 nucleotides. In its standard implementation, 
this process is run on beads of controlled-pore glass, and the 
major sources of sequence errors in the recovered molecules are 
imperfect capping of growing strands that were not extended by 
coupling (leading to polynucleotides with deletions) and depuri-
nations caused by residual acid remaining after the deprotection 
step. The resulting errors in the sequence of (some of) the obtained 
DNA molecules remain a weak point of the technology: although 
in absolute numbers the error rate is astonishingly low, it is too 
high to allow direct use of oligonucleotides in large-scale DNA 
synthesis projects in which several of these oligonucleotides need 
to be combined to a larger piece of DNA (see below). As a result, 
assembly products obtained from such oligonucleotides need to 
be sequence verified, at which point the process becomes inevita-
bly slow and (relatively speaking) expensive. 

Encouragingly, methods have been introduced that couple 
powerful next-generation sequencing technology to sequence 
verification of each single oligonucleotide and suggest that large-
scale sequence verification in the future might be much more ef-
ficient.[3] More recently, also bead-based phosphoramidite chem-
istry has been increasingly complemented by methods that use 
similar chemistry in novel technological settings such as ink-jet 
printing.[4] These methods have a lower error rate, but deliver con-
siderably less material than bead-based methods. Consequently, 
they are cheaper, and the amount of material is often sufficient to 
allow assembly,[5] or in any case to serve as a template for further 
amplification. 

Once oligonucleotides are available, they can be easily as-
sembled into larger fragments, often by a combination of thermal 
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and repeated transformations of the target strain with a library of 
mutagenic oligonucleotides can generate large numbers of strains 
with specific mutations, again enabling the modulation of quite 
complex phenotypes.[18] Even the problem of tracing the relevant 
mutation back to the critical oligonucleotide has been elegantly 
solved.[20]

Finally, the advent of the CRISPR/Cas9 technology has also 
transformed genome engineering in industrially relevant micro-
organisms. As a quick reminder, modular RNA molecules (or, 
depending on the implementation, two separate RNA molecules) 
interact with a DNA nuclease – often Cas9 – which derives its 
binding affinity for a specific DNA sequence from an RNA se-
quence that can be relatively freely (again, some constraints 
might apply[21]) programmed to direct the nuclease to a location 
of choice. The modular RNA molecules consist again of one con-
stant part that directs the RNA molecule to the Cas9 nuclease and 
one variable part that determines at which sequence the nuclease 
binds and cleaves. If the nuclease is active, the method can be used 
to freely program a selection mechanism that selectively cleaves 
specific sequences from a pool. Combined with MGE, this be-
comes a very effective mechanism to enrich for cells that have un-
dergone the desired mutation – by simply programming the Cas9 
nuclease to bind to and then cleave DNA molecules that still have 
the unmodified DNA sequence.[22] If the nuclease is catalytically 
dead (but retains its binding properties), then the system can be 
used to build ‘road blocks’: repressor proteins that can be directed 
to many different places and thus – again – modulate complex 
phenotypes.[23]

In summary, the ability to write DNA is changing our ability 
to conduct experiments, in general, but also specifically in the 
domains of biotechnology and Synthetic Biology. There are two 
complementary main thrusts: Raw synthesis power simply allows 
coding ever more and more information, and library power im-
proves our ability to ask increasingly sophisticated questions or 
to expand the scope of the question (i.e. to expand the number of 
genetic elements whose potential involvement in a specific pro-
cess can be modulated in an experiment).

3. From Parts to Molecular Systems
Raw coding power is only helpful if it can be used meaning-

fully, and this challenge remains at the heart of Synthetic Biology 
research. Early strategies to facilitate the reliable programming 
of biosystems via synthetic DNA attempted to transfer method-
ological principles from classical engineering disciplines such as 
electrical engineering or computer science, including concepts 
such as composability and modularity. The idea was (and often 
still is) to find ways to integrate parts, maybe organized into ‘well-
behaved’ modules, into the construction plan of a biosystem so 
that they behave more or less exactly as predicted based on their 
own properties. This would ensure function of the overall system 
by ‘composing’ it from functionally independent parts. 

This approach has produced a full variety of promising engi-
neering concepts, including adding self-cleaving non-translated 
ribozyme sequences 5' to single genes to make their expression 
less context depending[24] or the concept of the double open read-
ing frame (ORF), in which a first (short) ORF is used to recruit a 
ribosome to an mRNA and thus eliminate all sorts of secondary 
structures, so that translation from an immediately following sec-
ond ORF occurs exactly as predicted.[25] Such efforts were paired 
with increasingly comprehensive catalogues of ‘parts’ that allow 
increasingly precise fine tuning of cellular processes at various 
levels, including sets of promoter variants that differ in transcrip-
tion initiation rates[26] and transcriptional terminators that differ 
in termination efficiency.[27] On the computational side, increas-
ingly powerful programs in biological computer-aided design 
(‘BioCAD’) become available,[28] that make the overall effort 
from initial design to final DNA sequence much more manage-

cycling processes[6] and classical[7] or accelerated in vitro cloning 
methods.[8] When the target DNA molecule that needs to be as-
sembled becomes too large, assembly is often transferred in vivo, 
i.e. into a suitable microorganism such as the yeast Sacharomyces 
cerevisiae, which is particularly gifted in assembling DNA mol-
ecules by homologous recombination,[9] or in which selection for 
successful assembly can be efficiently applied, such as the model 
bacterium Escherichia coli.[10] In fact, these methods have been 
successfully used to assemble genomes ranging from as small as 
5.4 kbp for the phage ΦX174[11] via yeast chromosomes[12] to a 4 
Mbp version of a chromosome of E. coli.[13] 

While such chromosome synthesis projects illustrate the reach 
that template-free DNA synthesis has acquired, they only repre-
sent one aspect of the power of large-scale DNA synthesis. A sec-
ond aspect is the design of libraries of unprecedented complexity 
and scope. For example, it is easily possible to acquire thousands 
of DNA oligonucleotides that have been synthesized, each ac-
cording to its own pre-defined sequence specification via DNA 
printing.[4] This allows, for example, to overcome the notorious 
amino acid bias in directed evolution projects with proteins,[14] 
but also interrogating hundreds of specific sequence-based cel-
lular features in strain engineering programs,[15] or the investiga-
tion of thousands of modularly composed peptides for antibiotic 
function.[16]

2. DNA Synthesis Meets Novel Experimental Methods
A part of the power of DNA synthesis stems from a variety of 

methods that have emerged over the last decades and that allow 
programming function in microorganisms to an extent that has not 
existed before. I will exemplify this with three methods that fit this 
description to an extraordinary degree: small RNA (sRNA)-based 
gene knockdown, multiplexed genome engineering, and CRISPR-
Cas9-based genome engineering. 

Large-scale sRNA engineering in the model bacterium E. coli 
was introduced in the laboratory of Sang Yup Lee[15] and revolves 
around the idea that one can design in a standardized fashion DNA 
genes for modular RNA molecules. These RNA molecules consist 
of two parts: one variable part that is complementary to an im-
portant part of an mRNA and one constant part that mediates in-
teraction with the Hfq protein. The variable part has the potential 
to form double-stranded RNA structures with a specific mRNA, 
and in this state the function of the mRNA is (at least to some 
extent) blocked. The constant part recruits the RNA chaperone 
Hfq, which in turn stabilizes the double-stranded structures that 
are formed by the variable part. This way, specific messages can 
be sequestered from the pool of actively translated messages in 
a programmable fashion. By taking the variable parts from genes 
across the entire genome and expressing the corresponding sRNA 
genes alone or in combination in a suitable host, it becomes pos-
sible to engineer or investigate complex phenomena such as strain 
performance by concomitantly modulating a broad variety of cel-
lular processes.[17]

Multiplexed genome engineering (MGE), again developed for 
E. coli but since then adapted for many different microorganisms, 
was introduced in the lab of George Church.[18] The idea is to 
introduce (freely programmable) oligonucleotides into a dividing 
cell. The cell can then use the oligonucleotide as an Okazaki-
fragment in the DNA replication of the lagging strand during cell 
division, and this way a programmed mutation is introduced into 
a fraction of a population. Depending on the sequence of the oli-
gonucleotide, everything from point mutations to large insertions 
and deletions can be introduced. Of course, the cell is equipped 
to fight this intervention, so a variety of measures to increase the 
efficiency of the process have to be taken,[19] but essentially MGE 
has become a standard method to systematically engineer bacte-
rial genomes with unprecedented ease. Again, the oligonucleotide 
used for engineering can easily stem from a printed DNA-chip, 
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tools.[37] Another very illustrative example is the regulation that 
was implemented to coordinate the Sc2.0 project, in the course of 
which all yeast chromosomes are to be replaced by fully synthetic 
chromosomes. All these chromosomes are expected to contain re-
combination sites for deletion of non-essential genes, instances of 
overlapping genes should be resolved, one stop codon should be 
lost, and tRNA genes should be relocated to one specific chromo-
some.[12]

Despite the different successes, it remains currently unclear 
how effective the effort to make biology ‘engineerable’ according 
to external engineering rules will turn out to be in the end. There 
are obvious issues such as evolution that might interfere with the 
longer-term stability of engineered biological systems. This issue 
has plagued strain development from the very beginning of mod-
ern biotechnology (say, the development of penicillin production 
strains), and the way to deal with such issues is to implement a 
robust system of master and working cell benches. Furthermore, 
efforts to streamline the E. coli genome have generated a strain 
that is actually more stable than standard strains can be expected 
to be, due to a complete absence of all sorts of mobile genetic ele-
ments.[38] Still, as designs become ever more complex and tend to 
build upon each other, it might become increasingly difficult to 
protect the integrity of all engineering modifications. 

However, it remains also unclear how far we can actually 
reach in principle with the efforts described above towards ra-
tional biosystems design. As amazing as systems assembly ef-
forts such as nitrogen fixation might be, already transferring the 
underlying system architecture (implemented in the form of the 
Cello programming language[28b]) from one Gram-negative model 
bacterium (E. coli) to another (Pseudomonas putida) puts an end 
to predictability [V. de Lorenzo, personal communication], sug-
gesting poor robustness of our current efforts. Furthermore, the 
‘part’ or ‘pathway’-centric view that underpins many of the efforts 
discussed above consciously ignores that these systems operate 
in a context that defines boundary conditions and provides unex-
pected points of interference – the cell, or, in Synthetic Biology 
terminology, the ‘chassis’. 

4. The Chassis Problem
Of course there are reasons that the interactions between bio-

molecular system and chassis did not receive full attention from 
the very beginning, even though the tools of systems biology or 
systems biotechnology[39] might actually have helped also early on 
to understand certain limitations in design better. These reasons 
include that the potential of the ‘part’-centric approach deserved 
to be fully explored, and that in fact it carried quite far. Still, from 
the point of view of ‘predictability’, it seems more and more perti-
nent to include holistic approaches into systems design. The tools 
and potential of systems biotechnology have been discussed many 
times, and therefore I will refer the reader to these publications to 
follow up in more detail.[40] Here, I will focus on complimentary 
strategies that are emerging in the Synthetic Biology community 
to increase predictability of engineered biomolecular systems. 

One potentially very promising strategy includes the use of 
regulatory elements to limit the impact of an engineered biomo-
lecular system (say, a pathway) on the physiology of the cell, or in 
other words, to ensure respecting specific performance limits dic-
tated by the chassis. Such a strategy requires foremost a set of sen-
sors that can record specific signals and then initiate certain regu-
latory processes to moderate the effects of the engineering design 
(say, reduce expression of pathways genes). What is a standard for 
many naturally available pathways is actually quite difficult to get 
right for synthetic pathways, as very little is available in terms of 
theoretical foundation or tools. However, recently quite a number 
of groups have started rectifying the dearth of sensor elements – 
typically by re-programming the specificity of existing transcrip-
tional regulatory proteins – and of theoretical underpinnings. For 

able. Using these principles, quite remarkable design successes 
have been achieved, including the transfer of the ability to fix 
nitrogen from Klebsiella oxytoca to E. coli after testing around 
500 constructed gene cluster variants.[29]

The importance of computational efforts can hardly be exag-
gerated in this context. Increasingly, BioCAD software integrates 
elements that support the assembly of DNA elements to encode a 
workable biosystem by integrating functional components – say, 
options that advise on how to construct a specific logic element 
based on a simulation built into the design program and going 
back to increasingly refined models for biological processes.[30] 
The increasing availability of useful models is a result of two de-
velopments that reinforce each other: on the one hand, the biologi-
cal parameters that are required for using models for simulations 
(reaction rate constants, equilibrium constants, Hill coefficients 
…) become increasingly available as more and more biological 
processes are being investigated with unprecedented quantitative 
scrutiny. On the other hand, qualitative considerations regarding 
the structure of models increasingly allow making at least a quali-
tative statement about system behavior even if parameters remain 
scarce.[31]

Where reliable parameters are not available, physical models 
can help to obtain estimates. The most prominent example of a 
model with broad use in the bioengineering domain is probably 
the ‘Salis ribosome binding site calculator’ developed by Howard 
Salis in the laboratory of Chris Voigt.[32] Based on a physical mod-
el of the bacterial translation initiation process that was calibrated 
with a set of experimental data, the calculator allows associating 
a relative translation initiation rate with a specific DNA ribosome 
binding site (RBS) sequence and also to identify a DNA sequence 
for a desired relative translation initiation rate. Given the suit-
ability of manipulating a short, defined DNA sequence such as 
the RBS with the current genome engineering technologies (see 
above), the calculator has received broad attention. However, de-
spite its appeal and various efforts to refine it,[33] it remains an ap-
proximate tool rather than an exact predictor: whatever suggestion 
is provided needs to be confirmed experimentally. This is in fact 
the situation with many such design support models – the predic-
tion is definitely useful, but not fully reliable. One way to deal 
with such scenarios is to combine computational prediction with 
DNA synthesis to generate small but smart libraries. Rather than 
one specific DNA sequence, the bioengineer generates a number 
of variants that is small enough to be experimentally accessible 
without major efforts but large enough to compensate for the in-
security of the prediction by testing different variants. The quality 
of the variant selection is ensured by using the physical model 
to remove non-functional variants from the very beginning.[34] 

Conceptually similar efforts to use small but smart libraries to 
deal with uncertainty developed around smart ways to improve 
strain performance by segregating long pathways into workable 
segments, optimizing those segments independently, and ideally 
supporting such efforts with design of experiments.[35]

A crucial component to such engineering efforts is of course 
standardization, without which large-scale projects cannot be 
undertaken. Here, Synthetic Biology has contributed to some 
quite remarkable developments. Early efforts still attempted to 
solve scaling problems in biosystems assembly. For example, the 
well-known iGEM ‘idempotent’ cloning standard[36] that strictly 
regulated the use of restriction enzymes in biosystems assembly 
was designed to enable recursive cloning, or in other words the 
assembly of large pieces of DNA by applying the same automa-
tion protocol over and over again. One particularly promising 
standard from the laboratory of Victor de Lorenzo is concerned 
with the consistent formatting of cloning vectors. The ‘Standard 
European Vector Architecture’ defines rules for plasmids with 
respect to restriction sites, overall plasmid architecture, and no-
menclature that immensely facilitate the exchange of engineering 
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back to the University of California at Berkeley and isoprene me-
tabolism engineering in the laboratory of Jay Keasling[52]) and 
Synthetic Genomics (going back to the earlier genome synthesis 
efforts of efforts around Craig Venter[9]) had a bit of a mixed suc-
cess, more recent endeavors such as Ginkgo Bioworks seem to be 
very successful in acquiring funding and attracting projects.[53] 
Complementing (and fueling) these efforts is a commercial DNA 
synthesis ecosystem in which competition and new technologies 
constantly reduce the cost of large scale DNA synthesis.[54] So in 
general, it is probably fair to say that Synthetic Biology has indeed 
been adopted into the world of commercial enterprise. 

6. Outlook
In Switzerland, Synthetic Biology has grown very firm roots. 

As a major endeavor, ETH Zurich installed the Department for 
Biosystems Science and Engineering (D-BSSE) as a hotspot for 
Synthetic Biology in Basel. In the interdisciplinary environment 
provided by the department’s different research pillars – ex-
perimental biology, computational biology, and engineering – 
Synthetic Biology thrives, with major advances in intracellular 
computation and cellular decision making (groups of Y. Benenson 
and M. Fussenegger[55]), genome editing (Platt group[56]), intra-
cellular control strategies (Khammash group[41]), computationally 
supported biodesign (Stelling group[55a]), immunoengineering 
(Reddy-group[57]), and synthetic biochemistry (Panke group[58]). 
These efforts are complemented by many other prominent suc-
cesses in Switzerland, for example in genome synthesis (Christen 
group[59]), genetic circuit engineering (Schaerli group[60]), cell-
free engineering (Maerkl group[61]), biosensors (van der Meer 
group [62]), and transfer to industry, as exemplified by the company 
Evolva (www.evolva.com) and the spin-offs deepCDR Biologics 
(www.deepcdr.com), FGen (www.fgen.ch), and BioVersys (www.
bioversys.com), which hopefully are only the first of a long list 
of future endeavors. So, yes, Switzerland is well prepared to take 
“the engineering of biology” to the next level and use it to address 
some of the grand challenges that we face in medicine and in-
dustrial and environmental sustainability. Very little of this would 
have been possible, had the field not been so expertly tilled before 
by many of my co-authors in this special issue and, above all, by 
Oreste Ghisalba, who tirelessly and with a clear view of the future 
worked towards making biotechnology prosper in Switzerland. As 
one of my colleagues, Philippe Marlière, keeps reminding me – 
and rarely has this been truer than here – we are all standing on 
the shoulders of giants. Thank you, Oreste.
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