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Averaged Molecular Dynamics Trajectories in Frozen-Density Embedding Theory

A. Laktionov1, T. A. Wesolowski1*

1University of Geneva

Frozen-Density Embedding (FDE) Theory has become one of the most popular approaches for
accounting environmental effects within the Density Functional Theory (DFT) framework[1-4]. In
FDE, a presence of solvent is taken into account through the inclusion of averaged embedding
potential into the Kohn-Sham equations. The averaged embedding potential is evaluated at a
fictitious electron density of the solvent by virtue of «dressing up» with electrons the classical
site distributions derived from the statistical-mechanical 3D molecular theory of solvation
known as 3D-RISM method[3].

In this work we evaluate the performance of FDE method using statistical averaging of the
molecular dynamics trajectories instead of 3D-RISM approach[5].

[1] T. A. Wesolowski and A. Warshel. Frozen density-functional approach for ab-initio
calculations of solvated molecules. J. Phys. Chem.,: 1993, 97(30), 8050.
[2] T.A.Wesolowski. One-electron equations for embedded electron density: challenge for theory
and practical payoffs in multi-level modeling of soft condensed matter. Computational
Chemistry: Reviews of Current Trends, 2006, 10,1-82.
[3] Jakub W. Kaminski,Sergey Gusarov, Tomasz A. Wesolowski, and Andriy Kovalenko. Modeling
Solvatochromic Shifts Using the Orbital-Free Embedding Potential at Statistically Mechanically
Averaged Solvent Density. J. Phys. Chem. A 2010, 114, 6082–6096.
[4] Shedge, Sapana Vitthal; Wesolowski, Tomasz A. Nonuniform Continuum Model for
Solvatochromism Based on Frozen-Density Embedding Theory. Chem.Phys.Chem. 2014, 15,
3291. 
[5] Laktionov A., T. A. Wesolowski. To be published.
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Effect of Mixed Organic Cations on the Phase Stability of Hybrid Organic/Inorganic
Lead Perovskites for Solar Cell Applications

A. Boziki1, N. A. Astani1, S. Meloni1, U. Röthlisberger1*

1EPF Lausanne

Due to their high power conversion efficiency, mixed organic/inorganic lead halide perovskites
have emerged as promising materials for next-generation solar devices. However, the long-
term stability of this kind of devices is an open question because various different crystalline
phases exist in a narrow temperature range. The main phases that are observed are a trigonal
structure called α phase or black phase and a hexagonal structure called δ phase or yellow
phase. The latter however is not suitable for solar cell applications. Therefore, one of the main
questions is how one can differentially stabilize the 3D perovskite-phases. Recently, it has been
reported that mixing formamidinium lead iodide (FAPbI3) with methylammonium lead iodide
leads to a stability increase of the α phase.1,2 Here we investigate the reasons for this effect
computationally by combining the relatively unstable formamidinium lead iodide (FAPbI3) with
Cs cations and examining the phase stability, as well as the morphology of the mixed
perovskites.

[1] Nam Joong Jeon, Jun Hong Noh, Woon Seok Yang, Young Chan Kim, Seungchan Ryu, Jangwon
Seo, Sang Il Seok, Nature 2015, 517, 476-480.
[2] Andreas Binek, Fabian C. Hanusch, Pablo Docampo, Thomas Bein, The Journal of Physical
Chemistry Letters, 2015, 6, 1249-1253.
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Computational Investigations of a β-Class Carbonic Anhydrase from Desulfovibrio
vulgaris

E. Bozkurt1, U. Röthlisberger1*

1EPF Lausanne

There has been a widespread research, both experimental and computational, to develop
efficient (bio)catalysts for the assimilation of atmospheric carbon dioxide. Although, a
remarkable progress has been made in recent decades, some systems clearly suffer from the
poor catalytic efficiency.1 Herein, we focus on a β-carbonic anhydrase from Desulfovibrio
vulgaris. The properties of this β-CA has been optimized by directed evolution and tested at
pilot scale.2 The mature enzyme is predicted to be a β-class CA homologous of the CA from
Mycobacterium tuberculosis (MtCA) which can switch between dimer and tetramer states
through a carboxylate shift mechanism.34 The metal binding site of the dimer and tetramer
forms of the enzyme have been parametrized. Details of the carboxylate shift mechanism and
carbon dioxide binding properties are under investigation in our lab. The results of this study
will enrich our perspective for protein-CO2 interactions to develop biotechnological approaches.

[1] Tcherkez, G. G. B.; Farquhar, G. D.; Andrews, T. J. Proceedings of the National Academy of
Sciences of the United States of America 2006, 103, 7246.
[2] Alvizo, O.; Nguyen, L. J.; Savile, C. K.; Bresson, J. a.; Lakhapatri, S. L.; Solis, E. O. P.; Fox, R.
J.; Broering, J. M.; Benoit, M. R.; Zimmerman, S. a.; Novick, S. J.; Liang, J.; Lalonde, J. J.
Proceedings of the National Academy of Sciences 2014, 111, 16436.
[3] Covarrubias, A. S.; Bergfors, T.; Jones, T. A.; Högbom, M.The Journal of biological chemistry
2006, 281, 4993.
[4] Suarez Covarrubias, A.; Larsson, A. M.; Högbom, M.; Lindberg, J.; Bergfors, T.; Björkelid, C.;
Mowbray, S. L.; Unge, T.; Jones, T. A. The Journal of biological chemistry 2005, 280, 18782.
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Intramolecular symmetry-adapted perturbation theory - a tool for elucidating the
weak intramolecular interactions

E. Pastorczak1, A. Prlj1, J. Gonthier1,2*, C. Corminboeuf1*

1EPF Lausanne, 2Georgia Institute of Technology

During the last two decades it has been firmly established that the description of the non-
covalent inter- and intramolecular interactions is essential for understanding numerous
chemical, photochemical processes, the behaviour of systems of biological importance (e.g.
DNA) and designing new materials. Consequently, the theoretical chemistry community has put
a large effort into developing methods for calculating and decomposing those interactions into
physically interpretable parts. Amongst those methods, the most prominent is the symmetry-
adapted perturbation theory (SAPT), which is able to accurately calculate and partition the
interaction energies of dimers into physically meaningful components (e.g. electrostatics,
exchange, induction dispersion).

Until now, no counterpart of SAPT for the intramolecular interactions has been developed. Here,
we propose such a method, based on the previously introduced by Gonthier and Corminboeuf
[1] zeroth-order wavefunction and the notion of Chemical Hamiltonian introduced by I. Mayer
[2]. In this “intramolecular SAPT” approach the interaction between the two weakly interacting
fragments is in the first step removed by projection operators and then brought back as a
perturbation. The arising perturbation terms have clear physical interpretation as Coulomb-
exchange, charge-transfer and dispersion interaction.
The method is validated on examples of some prototypical systems and applied to a number of
problems involving intramolecular interactions, e.g. to elucidate the nature of the interaction
between chains of folded unbranched hydrocarbons ("hairpin alkanes").

[1] Jerome F. Gonthier, Clemence Corminboeuf, The Journal of Chemical Physics,2014 140(15),
154107.
[2] Istvan Mayer, International Journal of Quantum Chemistry 1983, 23(2), 341-363.
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Visualizing and quantifying molecular excited state interactions with scalar fields.

L. Vannay1, E. Brémond1, P. de Silva1, C. Corminboeuf1*

1EPF Lausanne

Molecular scalar fields offers an intuitive representation of electronic structures1. Yet, most
functions are not suitable for analysing bonding in the excited state due to the orbital
dependency of the kinetic energy density. De Silva et al. recently introduced an orbital-free
scalar field that is capable of revealing both covalent bonding patterns and intermolecular
interactions. We here use the Density Overlap Region Indicator (DORI)2 to capture various
excited state phenomena such as the formation of excimer, charge transfer excitations as well
as intramolecular electronic rearrangement. The DORI function provides a clear visual and
numerical signature of these excited state processes.

(1) Silvi, B.; Savin, A. Nature 1994, 371, 683–686.
(2) De Silva, P.; Corminboeuf, C. Journal of chemical theory and computation 2014, 10,
3745–3756.
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Empirical valence bond simulations of the hydride transfer step in the monoamine
oxidase B

M. Repic1,4, R. Vianello2, M. Purg3, F. Duarte3, P. Bauer3, S. C. Kamerlin3, J. Mavri4

1EPF Lausanne, 2Ruđer Boškovič Institute, Zagre, Croatia, 3Uppsala University, Sweden, 4
National Institute of Chemistry, Ljubljana, Slovenia

Monoamine oxidases (MAOs) A and B are flavoenzymes involved in the metabolism of biogenic
amines that include the monoamine neurotransmitters dopamine, serotonin and some
histamine metabolites. MAOs regulate the concentrations of neurotransmitters in the central
and peripheral nervous systems, having a major impact on cardiac output, blood pressure,
sleep, mood, cognition, and movement.1

By using the Empirical Valence Bond method of Warshel and coworkers2 we studied the
degradation of dopamine by MAO B. The relative speed of the method allowed us to obtain
reactive trajectories in excess of 1 ns, thereby ensuring the free energy profiles are well
converged. Moreover, this enabled us to study the effect of the protonation state of a lysine
residue in the vicinity of the active site.

We showed that MAO B is specifically tuned to catalyze the hydride transfer step from the
substrate to the flavin moiety of the FAD prosthetic group and that it lowers the activation
barrier by 12.3 kcal mol-1 compared to the same reaction in aqueous solution, a rate
enhancement of more than nine orders of magnitude. Taking into account the deprotonation of
the substrate prior to the hydride transfer reaction, the activation barrier in the enzyme is
calculated to be 16.1 kcal mol-1, in excellent agreement with the experimental value of 16.5
kcal mol-1. Additionally, we demonstrate that the protonation state of the active site residue
Lys296 does not have an influence on the hydride transfer reaction.3

1.Moussa B. H. Youdim, Dale Edmondson, Keith F. Tipton,Nature Reviews Neuroscience, 2006,
7,295-309.
2. Arieh Warshel, Robert M. Weiss,Annals of the New York Academy of Sciences, 1981,
367,370–382.
3.Matej Repič, Robert Vianello, Miha Purg, Fernanda Duarte, Paul Bauer, Shina C. L. Kamerlin,
Janez Mavri, Proteins, 2014, 82, 3347-3355.
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A TD-DFT-based Approach to Describe Electron Dynamics of Molecules in Intense
Laser Fields

P. L. Tarifa1, E. Liberatore1, U. Röthlisberger1*

1EPF Lausanne

A combination of Time-Dependent Density Functional Theory (TD-DFT) and Ab-initio Molecular
Dynamics (MD) is used to study the ultrafast electron dynamics triggered by high intensity laser
sources.

In particular, we describe the electron dynamics occurring in the high harmonic generation
(HHG) of oriented molecules [1] using TD-DFT Ehrenfest-based MD simulations [2]. Taking the
iodoacetylene molecule (I-C≡C-H) as a test case, our aim is to rationalize the electronic
movement triggered by the external pulse and monitor the dynamics of the hole created during
the process [3]. For that purpose, we have compared the relaxation of the molecule after a
single ionization from selected molecular orbitals to that occurring in the presence of an
external field. We show that results in the relaxation of I-C≡C-H+ generated by ionization from a
HOMO/HOMO-1 superposition of molecular orbitals, are in a good agreement with the
experimentally observed characteristic 2 fs period of electronic oscillations [4]. Applying the
laser field, the oscillation period is shifted up reflecting a much more complex electron
dynamics. In fact, when the vector potential is of the order of |A/c| =1 a.u., both σ- and п-
symmetries are broken leading to charge oscillations of 2.85 fs located along the polarization
and perpendicular axis.

Additionally, we investigate the excited-state deactivation of the N(5)-Ethyl-4a-hydroxyflavin
molecule, a model system used to study bacterial luminescence [5]. Preliminary nonadiabatic
MD simulations using a linear response-TDDFT based formulation of Tully’s Fewest Switches
Trajectory Surface Hopping method [6] show that the S2 - › S1 transition occurs in the first
10-20 fs of simulation, while the relaxation to the ground state (S1 - › S0) takes longer time
(~100 fs). The latter also shows certain probability of having a C4a-N5 bond break.

[1] P. M. Kraus, A. Rupenyan, and H. J. Wörner, Phys. Rev. Lett. 109, 233903 (2012).
[2] I. Tavernelli, U. F. Röhrig, and U. Rothlisberger, Mol. Phys. 103, 963 (2005).
[3] P. M. Kraus and H. J. Wörner, private communication.
[4] M. Allan et al., Faraday Trans. 2 73, 1406 (1977).
[5] D. Zhou et al. J. Phys. Chem. B, 115, 7136 (2011).
[6] J. C. Tully J. Chem. Phys., 93 (1990), p. 1061.
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Computational Rationalization of the selectivity of Ru(II) and Os(II) anticancer agents
in HIS/HER binding to the histone components of the Nucleosome Core Particle

T. von Erlach1, G. Palermo1, C. A. Davey2, P. Dyson1, U. Röthlisberger1*

1EPF Lausanne, 2Nanyang Technological University (Singapore)

Cancer is a widespread disease in developed countries. Over the last twenty years, metal-based
antitumor drugs have emerged as effective chemotherapeutic agents.[1] Indeed, the success of
platinum complexes (i.e., cisplatin and carboplatin) paved the way for exploiting the unique
physico-chemical properties of organometallic complexes in medicinal chemistry.[2] The
resistance and the severe side effects of cisplatin, prompted for the development of alternative
metal-based anticancer agents, such as ruthenium(II) and osmium(II) based compounds that
exhibit low toxicity and selective activity against specific cancer cells types.[3,4] In collaboration
with the group of Prof. P. J. Dyson at EPFL and Prof. C. Davey at Nanyang Technological
University, we are working on the design of novel potential Ru(II) and Os(II) anticancer drugs
acting at the Nucleosome Core particle (NCP) level.[5] X-ray crysrallographic structures show
that these compounds bind to the histone components of the NCP, which is the basic repeating
unit of chromatin. By looking at the binding of a series of Ru(II) and Os(II) compounds in crystals
of the NCP,we found that these compounds bind either exclusively to His side chains (i.e., HIS
sites) or to highly electronegative regions (i.e., HER sites), which are characterized by the
presence of at least one negatively charged side chain (Glu/Asp). Understanding and
determining the binding selectivity of Ru(II) and Os(II) compounds for either HIS or HER sites of
the NCP is of great interest to rationalize the design of future potential anticancer drugs. Here,
classical molecular dyanmics (MD) and hybrid quantum mechanics/molecular mechanics
(QM/MM) simulations are used to unravel the selection mechanism at molecular level.
Thermodynamic Integration (TI) is used to determine the binding free energies, thus allowing
the discrimination of the HIS vs. HER preferred binding site. Overall, our computational and
experimental efforts could provide novel insights for the discovery of new anticancer drugs
targeting the NCP.

[1]Sava G., Bergamo A., Dyson P. J.,Dalton Transaction2011,40, 9069.
[2] Adhireksan Z., Davey G. E., Campomanes P., Groessl M., Clavel C. M., Yu H., Nazarov A. A.,
Yeo C. H., Ang W. H., Droge P., Rothlisberger U., Dyson P. J., Davey C. A.,Nature
Communication2014,5, 3462.
[3] Ang W. H. , Casini A., Sava G., Dyson P. J., Journal of Organometallic
Chemistry2011,696,989.
[4] Fu Y., Habtemariam A., Pizarro A. M., van Rijt S. H., Healey D. J., et al.,Journal of Medicinal
Chemistry2011, 53,8192.
[5] Unpublished results
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Investigation of the Posttranslational Modifications Expressed in Polyteonamide B by
Molecular Dynamics Simulations

A. Renevey1, S. Riniker1*

1ETH Zurich

Marine sponges are a unique source for bioactive metabolites. In particular, Theonella swinhoei
produces an exceptionally potent peptide cytotoxin, polytheonamide B (PTB)[1]. PTB is a
transmembrane ion channel, where 23 of the total 48 amino acids are posttranslationally
modified by symbiotic bacteria enzymes[2]. Alternating L- and D- amino acids confer to this
peptide an uncommon β6.3 -helical structure. Here, the effects of the posttranslational
modifications are investigated by molecular dynamic simulations of models reverted back to
the natural amino acids. The posttranslational modifications are grouped into sets with steric
and electrostatic effect, and studied separately. In addition, mutations of the N-terminus
reported experimentally to enhance or reduce the cytotoxicity, respectively, are investigated.
Simulations of the modified peptides in water and in different membranes are compared to the
wild-type peptide in structure, fulfillment of NMR data and channel activity to provide insights
into the functional mechanism of PTB.

[1] Toshiyuki Hamada, Shigeki Matsunaga, Masako Fujiwara, Kenichi Fujita, Hiroshi Hirota,
Roland Schmucki, Peter
Güntert, Nobuhiro Fusetani, Journal of the American Chemical Society, 2010, 132,
12941–12945.
[2] Michael Freeman, Cristian Gurgui, Maximilian Helf, Brandon Morinaka, Agustinus Uria, Neil
Oldham, Hans-Georg
Sahl, Shigeki Matsunaga, Jörn Piel, Science, 2012, 338, 387–390,

Powered by TCPDF (www.tcpdf.org)

http://www.tcpdf.org


Computational Chemistry, Poster CC-110

Mechanistic Study of Denitrification in Truncated Hemoglobin using Adiabatic
Reactive Molecular Dynamics

A. K. Das1, T. Nagy1, M. Meuwly1*

1University of Basel

Proteins such as truncated hemoglobin (trhbN) bind oxygen cooperatively with very high affinity
and a slow dissociation rate. Understanding the kinetics of binding of nitric oxide (NO) to the
oxygenated hemoglobin (trHbN) gains increased interest as it plays an important role in
bacterial detoxification and nitrosative stress[1,2]. Many studies have been carried out on
trHbN but it is not clear how the denitrification reaction takes place in trHbN (reaction sequence
shown bellow). Mechanistic details of binding of NO to the oxygenated trHbN was studied here
using force field based multi surface adiabatic reactive molecular dynamics (MS-ARMD) as
implemented in CHARMM[3]. Although ab initio MD or hybrid QM/MM can be used to such
process, they do not allow to sample the phase space exhaustively because of high
computational cost. On the other hand we successfully parametrized the force field for the
above process with sufficient accuracy, which allow to exhaustively sample the phase space
and in turn offers meaning full energetics and rate constant for the NO replacement reaction
(Expt. rate constant 4.36 X 107 M-1S-1)[4,5].

 FeIINO + O2 → FeIIO2 + NO → FeIII + NO3
-

[1] A. Crespo et al. J. Am. Chem. Soc. 2005, 127, 4433
[2] A. Lama et al. FEBS Lett. 2006, 580, 4031
[3] T. Nagy et al. J. Chem. Theory Comput. 2014, 10, 1366
[4] S. Mishra et al. J. Am. Chem. Soc. 2010, 132, 2968
[5] P. A. Cazade et al. ChemPhysChem 2012, 13, 4276

Powered by TCPDF (www.tcpdf.org)

http://www.tcpdf.org


Computational Chemistry, Poster CC-111

Assembly of a diverse 10M GDB Fragment Set

R. Visini1, J.-L. Reymond1*

1University of Bern

How many organic molecules are possible in total? To answer this question we have
computationally enumerated all molecules that are possible following simple rules of chemical
stability and synthetic feasibility with an increasing upper boundary for molecule size, resulting
in the chemical universe databases GDB-11 (generated database up to 11 atoms of C, N, O, F,
26.4 million structures), GDB-13 (up to 13 atoms of C, N, O, S, Cl, 977 million structures) and
GDB-17 (up to 17 atoms of C, N, O, S, halogen, 166.4 billion structures) [1]. GDB molecules are
of comparable size to small molecules used in fragment based drug discovery, which typically
cover the range 11-16 atoms [2]. The GDBs therefore represents an extremely large reservoir
of new fragments. However only a fraction of GDB molecules have fragment properties, such as
those defined by the “rule of 3” for fragment likeness [3]. Here we generated a subset of
GDB-17 considering Ro3 together with additional functional group and molecular complexity
criteria to define a subset of GDB-17 comprising approximately 5 billion fragment-like
molecules. The subset was then sampled equally across molecular size, stereochemistry and
polarity to produce a library of 10 million diverse fragments. This fragment library was then
organized for fast interactive browsing in a combined mapplet/browser format [4] to enable
molecular shape and pharmacophore similarity searching [5]. The GDB fragment set can be
used for designing new fragments, with emphasis on 3D-shaped molecules. 

[1] L. Ruddigkeit, R. v. Deursen, L. C. Blum and J.-L. Reymond, J. Chem. Inf. Model, 2012, 52,
2864 - 2875.
[2] C. W. Murray D. C. Rees, Nature Chemistry, 2009, 1, 187 - 192.
[3] M. Congreve, R. Carr, C. Murray, H. Jhoti, Drug Discov. Today, 2003, 8 (19), 876 - 7.
[4] M. Awale, R. v. Deursen, J.-L. Reymond, J. Chem. Inf. Model, 2013, 53, 509 - 518.
[5] M. Awale, J.-L. Reymond, J. Chem. Inf. Model, 2014, 54, 1892 - 1907.
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DFT study of the influence of guest-host interactions on the high-spin/low-spin
energy difference in Co(bpy)3

2+@Y

A. Missana1, J. Pavlik1, L. Daku1, A. Hauser1*

1University of Geneva

In a previous DFT study of the zeolite-Y encapsulated [Fe(bpy )3] 2+ complex ( [Fe(bpy )3]2+ @Y,
bpy=2,2'-bispridine )[1], the guest-host interaction has been shown to have a dramatic
influence on the high-spin/low-spin energy difference for the complex.

With the present study, we are extending the analysis of the influence of encapsulation to
[Co(bpy )3]2+ .

[Co(bpy )3]2+is usually a high-spin complex. However, when located in a constraining
environment, such as the one provided by the supercage of zeolite Y, it is turned into a spin-
crossover species [2,3,4].

For our study, we have optimized the low-spin and high-spin geometries of the complex in the
gas phase and in the supercage, showing that the encapsulation leads to a destabilization of
the high-spin state with respect to the low-spin state. Additionally, the low-spin state shows a
substantial Jahn-Teller distortion. For our calcualations we used DZP and TZP basis sets and the
PBE functional with and without the Grimme-3 dispersion correction.

[1] Alfredo Vargas, Andreas Hauser,Latevi MaxLawson DakuJournal of Chemical Theory and
Computation, 2008, 5, 97–115.
[2] RegulaSieber,SilvioDecurtins,HelenStoeckli-Evans,ClaireWilson,DimaYufit,Judith
A.K.Howard,Silvia C.Capelli,AndreasHauser,Chemistry-A European Journal,2000, 6, 361–368.
[3]KoichiMizuno, and Jack H. Lunsford,Inorganic Chemistry,1983, 22, 3484–3486.
[4]Satish KumarTiwary, Sukumaran Vasudevan,Inorganic Chemistry, 1998, 37, 5239–5246.
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Accounting for electronic polarization in subsystem DFT calculations

E. Chalaye-Chemineau1, T. A. Wesolowski1*

1University of Geneva

Within Frozen-Density Embedding Theory[1], concepts like polarization areambiguous. This
ambiguity takes its source in the partitioning of the total density, which is not unique. One
common way to take into account the polarization of the environment is to optimise the
environment density ρ B in ”freeze-and-thaw” calculation[2]. However, previous works[3]

demonstrated that theoptimization of the environment density ρ B with the ”freeze-and-thaw”
procedure enhances the polarization effect to an unreasonable extend: In ”freezeand-thaw”
calculation, the effect of the polarization of the environment by theembedded species and the
effect due to the approximation in the non-additivedensity functional can not be distinguished.

The purpose of this study[4] is to distinguish the two effects. The environmentinduced shifts in
the energies of local excitations of the investigated chromophore demonstrate that, in ”freeze-
and-thaw”, the effect due to the approximation in the non-additive density functional is actually
higher than theeffect of the polarization of the environment by the embedded species.

[1] T. A. Wesolowski and A. Warshel, J. Phys. Chem. 1993, 97 (30), 8050-8053.T. A. Wesolowski
and A. Warshel, in: Leszczynski, Jerzy. Computational chemistry : reviews of current trends
2006, 10, 1-82.T. A. Wesolowski Phys. rev. A 2008, 77 (1).
[2] G. Fradelos, J. J. Lutz, T. A. Wesolowski, P. Piecuch, M. Włoch, J. Chem.Theory Comput. 2011,
7, 1647-1666.
[3] T.A. Wesolowski, J. Weber, Chem. Phys. Lett. 1996, 248, 71.
[4] E. Chemineau-Chalaye, T. A. Wesolowski, To be submitted
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Study of Excited State Geometries of Organic Chromophores

M. Humbert-Droz1, T. A. Wesolowski1*

1University of Geneva

The deformation a chromophore encounters upon electronic excitation can be crucial to
understand its absorption (and emission) spectrum. Accounting for the environment effect on
the excitation energies is sometimes necessary, but this can be a very expensive task.
FDET [1-3] is a multilevel method of choice when it comes to simulate local excitations of
various chromophores. It has been shown that the environment density (ρB) in such calculations
can be generated with a lower level of theory [4] without loosing accuracy on the excitation
energies and environment induced shifts.
Having this in mind, the excited state properties of several experimentally relevant organic
chromophores are evaluated and analysed[5,6].

[1] T. A. Wesolowski and A. Warshel. Frozen density-functional approach for ab-initio
calculations of solvated molecules. \textit{J. Phys. Chem.}, 97(30):8050-8053, JUL 1993.
[2] T. A. Wesolowski. One-electron equations for embedded electron density: challenge for
theory and practical payoffs in multi-level modelling of soft condensed matter. In J. Leszczynski,
editor, \textit{Computational Chemistry: Reviews of Current Trends}, volume X, pages 1-82.
World Scientific, Singapore, 2006.
[3]T. A. Wesolowski. Embedding a multideterminantal wave function in an orbital-free
environment. \textit{Phys. rev. A}, 77(1), JAN 2008.
[4] M. Humbert-Droz, X. Zhou, S. V. Shedge, T. A. Wesolowski, \textit{Theor Chem Acc} (2013),
132:1405.
[5] K. Fujisawa, C. Beuchat, M. Humbert-Droz, A. Wilson, T. A. Wesolowski, J. Mareda, N. Sakai,
S. Matile, \textit{Angew. Chem. Int. Ed.} (2014), 53, 11266
[6] M. Humbert-Droz et al, to be published
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Pyrphyrin Adsorption on Au(111) Surface: Influence of Herringbone Reconstruction

Y. Gurdal1, S. Luber1, M. Iannuzzi1, J. Hutter1*

1University of Zurich

We study adsorption of Porphyrin derived heterocyclic molecule with cyanide (CN) groups,
which will be called as Pyrphyrin on ideal and reconstructed Au(111) surfaces and compare
favorable adsorption geometries of the molecule on both surfaces by DFT simulations.
Experimentally the geometries of self assembly monolayers of Pyrphyrin has been observed. In
order to classify the role of molecule/metal and molecule/molecule interactions as in the
assembling process we consider the structure and electronic properties of adsorbed monomer
and dimer.
Our calculations show that the most stable adsorption state is the one with adsorption of CN
links along Au axis with adsorption energy of -82.97 kcal/mol. The interaction to the surface is
dominated by van der waals with contribution of -79.31 kcal/mol, but the orientation and
deformation of the molecule are determined by the attraction between the CN groups and the
closest Au atoms (-1.84 kcal/mol for each CN links). Adsorbed dimer calculations show that
there are repulsive interactions between CN links of the molecules which results in rotation of
Pyrphyrin cores to opposite directions on Au surface. Results suggest that adsorption
geometries of both monomer and dimer show differences with respect to the modeled Au
surface whether is ideal or reconstructed.
We plan to further investigate the electronic structure of Pyrphyrin/Au by calculating molecular
energy states, N1s XPS Spectra and STM images which can be directly compared to
experimental results in order to assess the obtained adsorbed structures.
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Exploiting dispersion-driven aggregators as a route to new one-dimensional organic
nanowires

A. Nicolai1, H. Liu1, C. Corminboeuf1*

1Laboratory for Computational Molecular Design, Ecole Polytechnique Fédérale de Lausanne

Quaterthiophene dominates the field of organic semiconducting materials due to its fine-
tunable structural features. The efficiency of charge carrier mobility in organic semiconductors
is heavily dependent on the long-range ordering and on the relative arrangement of the
thiophene cores. At a molecular level, the charge hopping between adjacent quaterthiophene
molecules will strongly depend on their π-orbital overlap. Therefore, constructing tightly packed
1D nanowires could improve the charge mobility along the π-stacking direction [1].

Inspired by natural membranes [2], we here exploit London dispersion forces to construct 1-D
assemblies of quatertiophene cores. We identify hydrogenated pyrene and [n]ladderane
substructures as ideal aggregator candidates that lead to well-ordered 1-D nanowires. Despite
their different shapes, our MM and QM/MM simulations demonstrate that the two types of
aggregators leads to similar structural and electronic characteristics. In particular, the
computed DORI-based electronic compactness that was shown to correlate with charge mobility
[3], is in line with that found in quaterthiophene crystals. Tighter stacking arrangements can be
achieved by inserting linkers such as -CH2-CH2- and -C≡C- between the quaterthiophene cores
and dispersion-aggregators. For instance, the insertion of -C≡C- linkers increases the electronic
compactness by 50% as compared to simpler assemblies. Our computational predictions are
established based on several criteria such as the structural stability of the assemblies and
improved electronic properties. Our findings provide a route to the rational design of new 1-D
nanowires.

[1] Marty, R., Szilluweit, R., Sánchez-Ferrer, A., Bolisetty, S., Adamcik, J., Mezzenga, R., Spitzner,
E., Feifer, M., Steinmann, S., Corminboeuf, C. and Frauenrath, H., 2013, ACS Nano, 7(10), pp.
1353-1358.
[2] Wagner, J. P. and Schreiner, P. R.,2014, J. Chem. Theory Comput., 10(3), pp. 1353-1358.
[3] de Silva, P. and Corminboeuf, C., 2014, J. Chem. Theory Comput., 10(9), pp. 3745-3756.
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Statistical Averaging over Molecular DynamicsEnsembles in Frozen-Density
Embedding Theory

A. Laktionov1, T. A. Wesolowski1*

1Université de Genève

Frozen-Density Embedding (FDE) Theory has become one of the most popular approaches for
accounting environmental effects in Density Functional Theory (DFT) [1-4]. In FDE, a presence
of a solvent is taken into account through an inclusion of an averaged embedding potential into
the Kohn-Sham equations. The averaged embedding potential is evaluated at a fictitious
electron density of the solvent by virtue of «dressing up» with electrons the classical site
distributions derived from the statistical-mechanical 3D molecular theory of solvation known as
3D-RISM method[3].

In this work we evaluate a performance of the FDE method in which the 3D-RISM approach is
replaced by the averaging over molecular dynamics trajectories[5].

[1] T. A. Wesolowski and A. Warshel. Frozen density-functional approach for ab-initio
calculations of solvated molecules. J. Phys. Chem.,: 1993, 97(30), 8050.
[2]T.A.Wesolowski. One-electron equations for embedded electron density: challenge for theory
and practical payoffs in multi-level modeling of soft condensed matter. Computational
Chemistry: Reviews of Current Trends, 2006, 10,1-82.
[3]Jakub W. Kaminski,Sergey Gusarov, Tomasz A. Wesolowski, and Andriy Kovalenko. Modeling
Solvatochromic Shifts Using the Orbital-Free Embedding Potential at Statistically Mechanically
Averaged Solvent Density. J. Phys. Chem. A 2010, 114, 6082–6096.
[4]Shedge, Sapana Vitthal; Wesolowski, Tomasz A. Nonuniform Continuum Model for
Solvatochromism Based on Frozen-Density Embedding Theory. Chem.Phys.Chem. 2014, 15,
3291. 
[5]Laktionov A., T. A. Wesolowski. To be published.
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Molecular binding mechanism of a potent ruthenium-arene anticancer agent to the
nucleosome core particle (NCP)

G. Palermo1, C. A. Davey2, P. Dyson1, U. Röthlisberger1*

1EPF Lausanne, 2Nanyang Technological University, 60 Nanyang Drive, Singapore 637551,
Singapore

Ruthenium compounds have become promising alternatives to platinum drugs by displaying
specific activities against different cancers and favorable toxicity and clearance properties.[1] At
the molecular level, these compounds have been shown to target both constituents of
chromatin, chromosomal DNA and the associated histone proteins.[2] Here, we focus on the
novel Ru(II) organometallic arene complex [(η6-tetrahydroanthracene)
Ru(ethylenediamine)Cl]PF6 (RAED-tha), which inhibits the growth of human ovarian cancer cells
with a potency comparable to that of cisplatin (IC50 ~0.6 mM).[3] By combining x-ray
crystallography and molecular simulations, we reveal the molecular mechanism of binding of
RAED-tha at the level of the nucleosome core particle (NCP), which is the basic repeating unit of
chromatin. Long time-scale molecular dynamics (MD) and hybrid quantum mechanics/molecular
mechanics (QM/MM) simulations show that RAED-tha binds at the nucleosomal DNA via a
peculiar mechanism of “mono base-stacking”. Thanks to the distinct coordination geometry of
the Ru(II) center and to the presence of a tetrahydroanthracene ligand, RAED-tha is
simultaneously engaged in ligand coordination and stacking interactions with a nucleosomal
guanine. Due to the structural characteristics of the nucleosomal DNA[4], RAED-tha circumvents
the typical intercalative binding modes of DNA binders, resulting instead in a selective semi-
intercalation mechanism. At contrast, RAED-tha does not assume this specific binding mode in
canonical double-stranded DNA exemplifying the difference in molecular action of anticancer
compounds for free versus compacted DNA. Overall, our collaborative efforts pose the basis for
understanding the mode of association of Ru(II) compounds at the nucleosome level, while also
crucially contributing to the design and development of novel ruthenium-based
chemotherapeutic agents. 

[1] Gianni Sava, Alberta Bergamo, Paul J. Dyson,Dalton Transactions,2011, 40, 9069-9075.
[2] Zenita Adhireksan, Gabriela E. Davey, Pablo Campomanes, Michael Groessl, Catherine M.
Clavel, Haojie Yu, Alexey A. Nazarov, Charmian Hui Fang Yeo, Wee Han Ang, Peter Dröge,
Ursula Rothlisberger, Paul J. Dyson and Curt A. DaveyNature Communications,2014,5,
3462-3474.
[3] Georg Süss-Fink. Dalton Transactions, 2010, 39, 1673–1688.
[4] Timothy. J. Richmond Curt. A. Davey,Nature2003,423, 145-149.br
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EVOLVE: a new genetic algorithm toolbox for protein engineering

M. A. Perez1, N. Browning1, E. Brunk1,2, U. Röthlisberger1*

1EPF Lausanne, 2Joint BioEnergy Institute Emeryville

The structure and function of a protein is affected by the amino acid (AA) sequence. Therefore,
the ability to evaluate the effect of AA mutations in a protein opens up the door for protein
engineering. We present a new evolutionary algorithm toolbox, EVOLVE, which enables the
systematic evaluation of AA mutations in proteins. EVOLVE, similarly to other genetic
algorithms (GAs), provides a heuristic search inspired by processes in evolutionary biology such
as inheritance mutation, selection and crossover. EVOLVE possesses a distinctive toolset for
protein engineering that consists of an extensive library of 177 amino acid rotamers based on
the Richardson rotamer library [1] and a user-definable fitness function (f). As a proof-of-
principle case study, we report the application of EVOLVE to the sequence optimization of an
ideal 20 AA long homo-alanine alpha-helix (A20) for which the central 8 AA were optimized in
different chemical environments [2]. In this case f evaluates the relative stability of each new
sequence with respect to A20 at the molecular mechanics level making use of the coupling with
the AMBER [3] suite of programs, (benchmarking studies proved that f accurately describes the
helical stability [2]). Our results showed that EVOLVE is achieving fast optimization through
utilizing a form of genetic memory, is converging and is proficient in finding low energy
sequences. The low-energy sequences provided insight into the various amino acids
combinations that affect helical stability in a specific environment. EVOLVE can be easily
adapted to new problems whether they be different proteins, additional fitness functions, the
coupling with other software packages. Currently we are using EVOLVE to screen for
thermostable mutants.

[1] Simon C. Lovell, J. Michael Word, Jane S. Richardson, and David C. Richardson,PROTEINS:
Structure, Function, and Genetics,2000, 40, 389-408.
[2] Marta A. S. Perez, Nicholas J. Browning, Elizabeth Brunk, Prashanth Athri, Ursula
Roethlisberger, in preparation
[3] David A. Case, et al. AMBER, 12 2012, http://ambermd.org/.
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The role of dispersion-correction in the description of metal-ligand bonds in density
functional theory

M. P. Bircher1, U. Röthlisberger1*

1EPF Lausanne

With the considerable increase in sampling efficiency of Kohn-Sham density functional theory
(DFT) based first-principles molecular dynamics, the availability and computational feasibility of
more accurate exchange-correlation functionals has become of central importance to the field.

First-principles molecular dynamics are typically limited to the use of generalised-gradient
approximation (GGA) exchange-correlation functionals. GGA are either unable to predict the
highly nonlocal electron dispersion effects that govern the weak interactions e.g. between π-
stacking species or rare gas atoms, or they yield highly spurious results. Employing an
appropriate dispersion-correction scheme that is not associated to a large computational
overhead is therefore of vital importance for the first principles simulation of many
(bio)chemical systems. The inclusion of non-local atom-centred corrections to the Kohn-Sham
effective Hamiltonian is referred to as the dispersion-correction atom-centred potential (DCACP)
scheme. In contrast to other approaches that emulate electron dispersion, DCACP take the form
of parametrised Gaussian projectors that act directly on the non-interacting single particle
orbitals; the ground-state density of the effective DCACP Kohn-Sham Hamiltonian is therefore
variational.

We have recently extended the library of DCACP-parameters, which now includes metals for the
first time. Although the importance of a proper description of electron dispersion is obvious in
metal complexes e.g. for stacking in between ligands, or for the interaction between neutral
metal atoms, the significance of dispersion is less evident for metal-ligand interactions that
comprise a charged metal centre. We are currently investigating the influence of electron
dispersion on various transition metal complexes and compare the result against data reported
in the literature and to force-field like dispersion-correction schemes. The assessment includes,
but is not limited to, both static and dynamic structural properties.
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The role of Mg2+ ions in adenylate cyclase

S. Van Keulen1, U. Röthlisberger1*

1EPF Lausanne

The Human Brain Project (HBP) is a European project that aims at getting a better
understanding of how the brain works. As part of HBP we are collaborating with four other
groups to uncover which important steps need to be taken in order to regulate signal
transduction by G-protein-coupled-receptor (GPCR) activation at the membrane surface of cells.
Every group is studying a part of the pathway. The segment that we investigate is the reaction
mechanism that adenylate cyclase (AC) performs during GPCR activation. The active site of the
enzyme is heavily water solvated and ions are able to move in and out. Hence, the active-site
environment does not only consist of protein residues, but also includes water molecules and
Mg2+ ions, which are proposed to be crucial during catalysis. However, how these Mg2+ ions
help catalyse the conversion from adenosine triphosphate (ATP) to cyclic adenosine
monophosphate (cAMP) and what the role of the large number of water molecules is close to
the ligand binding site remain unclear. The main focus of our study is to get a better
understanding of the effect of the environment on AC’s ATP conversion. 

Understanding AC’s enzymatic reaction could also have an impact on the understanding of
other enzymes. This is because the SN2 reaction that takes place is not unique, but is also
present in other enzymes such as: DNA polymerase η, ribonuclease H and RNA polymerase II. In
order to study the enzymatic reaction, classical molecular dynamics and quantum
mechanics/molecular mechanics (QM/MM) molecular dynamics (MD) are employed. In
combination with QM/MM MD, thermodynamic integration is used to investigate the reaction
mechanism and to uncover the role of the environment as the reaction takes place.
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The reactivity of hypervalent λ3,4-iodanes explored using ab initio (meta-)dynamics

O. Sala1, H. P. Lüthi1, M. Iannuzzi2, A. Togni1*, J. Hutter2*

1ETH Zurich, 2University of Zurich

Hypervalent iodine reagents (1 in Fig.) are widely used in organic syntheses for
trifluoromethylation of a vast array of nucleophiles [1]. Their reactivity is reminiscent of
transition metal compounds, and the reactions may occur via different mechanisms, depending
on the conditions and the nucleophile involved. The electrophilic N-trifluoromethylation of MeCN
with a λ3-iodane reagent to form a nitrilium ion, that is rapidly trapped by an azole nucleophile,
is thought to occur via reductive elimination (RE) [2]. A recent study based on stationary
calculations showed that, depending on the solvent representation, the SN2 is favoured to a
different extent over the RE [3]. However, there is a discriminative solvent effect present, which
calls for a statistical mechanics approach to fully account for the entropic contributions. We
perform metadynamic simulations (AIMD) for two trifluoromethylation reactions (with N- and S
-nucleophiles), showing that the RE mechanism is always favoured in MeCN solution [4]. These
computations also indicate that a radical mechanism (single electron transfer - SET) may play
an important role [5].

We show that radical reaction mechanisms compete with polar ones involving the S-nucleophile
thiophenol, the free energies of activation ΔF‡ lying between 17 and 21 kcal mol-1. Due to the
higher nucleophilicity of thiophenolate, configurational ligand isomerization of the resulting
λ4-iodane reagent occurs, leading to the formation of side products by reductive elimination.
The formation of a CF3 radical can be thermally induced by internal dissociative electron
transfer. The computational protocol based on accelerated molecular dynamics for the
exploration of the free energy surface (FES), in particular the choice of collective variables (CVs)
to construct the FES, is transferable and will be applied to similar reactions to investigate other
electrophiles on the reagent. This approach gives insight into mechanistic details of the
trifluoromethylation and shows that these commonly known mechanisms mark the limits within
which the reaction proceeds. These details are obtained by the activation parameters. 

[1] J. Charpentier, N. Früh, A. Togni, Chem. Rev., 2015, 115, 650.
[2] K. Niedermann, N. Früh, E. Vinogradova, M. S. Wiehn, A. Moreno, A. Togni, Angew. Chem.
Int. Ed. Engl., 2011, 50, 1059.
[3] O. Sala, H. P. Lüthi, A. Togni, J. Comput. Chem., 2014, 35, 2122.
[4] O. Sala, H. P. Lüthi, A. Togni, M. Iannuzzi, J. Hutter, J. Comput. Chem., 2015, 36, 785.
[5] N. Santschi, Hypervalent Iodine Trifluoromethylating Agents at Work, PhD Thesis, ETH
Zürich, 2013.
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The new second-generation ETH DMRG program for quantum chemical applications

S. Knecht1, S. Keller1, Y. Ma1, E. D. Hedegård1, M. Reiher1*

1ETH Zurich

The density matrix renormalization group algorithm (DMRG) [1] employs a new wavefunction
parametrization, tackling the problem of exponential scaling and thus facilitating calculations
on larger systems than accessible for standard complete-active-space (CAS)-type methods
which allows an efficient description of static electron correlation. In our software [2] we
combine the matrix-product-state formulation of second-quantized operators in DMRG with the
incorporation of non-abelian spin symmetry to yield the first spin-adapted second-generation
DMRG implementation, where the Hamiltonian is represented as a matrix-product operator [3].
In this approach, the Hamiltonian effectively becomes an input parameter of the method, which
greatly facilitates the implementation of other models, e.g. from relativistic quantum chemistry
[4].

Taking advantage of an interface [5] to the quantum chemical software package MOLCAS, large-
scale (e.g. 30 electrons in 30 orbitals) DMRG self-consistent field (DMRG-SCF) calculations for
state-specific and state-averaged cases along with the calculation of analytical nuclear
gradients become thus routinely feasible. We elucidate the potential of the DMRG-SCF approach
in a theoretical study of a bioluminescence process, where many (near-)degenerate electronic
states have to be considered simultaneously during the bond-breaking process while gradients
for each state are indispensable to further analyze the light-emitting state.

For the remaining dynamical correlation problem, we pursue an ansatz that couples
wavefunction and density functional theories (DFT), using range separation. Here we describe a
range-separated short-range DFT method with a long-range wave function based on DMRG
(DMRG-srDFT) [6]. First applications to dissociation reactions of transition metal complexes
where accurate experimental gas-phase data is available demonstrate the potential of the new
DMRG-srDFT approach.

[1] S. R. White, Phys. Rev. Lett., 1992, 69, 2863.
[2] S. Keller, M. Reiher, M. Dolfi, and M. Troyer, in preparation.
[3] M. Dolfi, B. Bauer, S. Keller, A. Kosenkov, T. Ewart, A. Kantian, T. Giamarchi, and M. Troyer,
Comput. Phys. Commun., 2014, 185, 3430.
[4] S. Knecht, Ö. Legeza, and M. Reiher, J. Chem. Phys., 2014, 140, 041101.
[5] Y. Ma, S. Knecht, S. Keller, R. Lindh and M. Reiher, in preparation.
[6] E. D. Hedegård, S. Knecht, J. S. Kielberg, H. J. Aa. Jensen, and M. Reiher,J. Chem.Phys.,
2015, under revision, arXiv:1502.06157.
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Bohmian Mechanics with virtual particles

O.T. Unke1, M. Meuwly2*

1University of Basel, 2Universität Basel

Since the introduction of the quantum trajectory method (QTM) by Lopreore and Wyatt in
1999[1], computational methods based on the de-Broglie-Bohm formulation of quantum
mechanics have increased in popularity.[2] However, computational implementations of the
Bohmian formalism suffer from numerical difficulties, such as the “node problem” or when
fitting the hydrodynamic fields.[3]

We present a novel, computationally efficient formalism that uses an ensemble of N virtual
particles instead of a wavefunction to evolve a quantum system, eliminating the aformentioned
numerical problems. All particles follow classical equations of motion and quantum effects are
introduced through the Bohmian quantum potential Q. The necessary derivatives to calculate Q
are obtained from estimating the ”particle density” from the known N particle positions using
kernel density estimation (KDE)[4,5].

The method can be used to solve the time-dependent Schrödinger equation and to calculate
ground state densities and -energies. Results are in good agreement to exact quantum
mechanical calculations for one- and two-dimensional model problems.

Convergence of a trial density (red) to the analytical solution (black) of the ground state of a
Morse oscillator potential (dotted black) using the KDE-method with N=100.

[1] C. L. Lopreore, R. E. Wyatt Phys. Rev. Lett. 1999, 82, 5190-5193
[2] A. Benseny, G. Albareda, A. S. Sanz, J. Mompart, X. Oriols EPJ D 2014, 68, 1-42
[3] C. J. Trahan, R. E. Wyatt Quantum dynamics with trajectories: introduction to quantum
hydrodynamics; Springer 2006
[4] M. Rosenblatt Ann. Math. Stat. 1956, 27, 832-837
[5] E. Parzen Ann. Math. Stat. 1962, 33, 1065-1076

Powered by TCPDF (www.tcpdf.org)

http://www.tcpdf.org


Computational Chemistry, Poster CC-125

A Force Field Approach to Reproduce Grotthuss Mechanism in Reactive Systems 

Z.-H. Xu1, M. Meuwly1*

1University of Basel

Theoretical studies of Grotthuss mechanism in the bulk phase, which involves a number of
fundamental charge transport processes in biochemical systems, is a long-standing problem in
computational and physical chemistry[3]. The MMPT force field (Molecular Mechanics with Proton
Transfer), which was previously implemented in CHARMM[1], is a powerful and promising tool for
simulating proton transfer processes in the gas and condensed phases. In this work, the
extensive development of MMPT force field shows new advances in delocalizing the reactive
sites in multi-molecular systems. By introducing global potential energies with mixed multi-
surfaces[2], which correspond to combinatorial recognition of donor-proton-acceptor (DH-A)
motifs, it is feasible for all hydrogen atoms to complete transfer moves in the water bulk with
excess protons. Meanwhile, a transferable point charge model is employed to improve the
diffusibility of the positive net charge throughout all water molecules in the system. In order to
investigate the mobility of active protons, MD simulations also run in n-H2O-H+ clusters in the
gas phase and results are compared with semi-empirical QM-MD simulations.

[1] S. Lammers, S. Lutz, M. Meuwly. J. Compu. Chem. 29, (2008)
[2] T. Nagy; J. Yosa and M. Meuwly. J. Chem. Theo. Compu. 10, 1366-1375 (2014)
[3] Wolf, M.G., and Groenhof, G. J. Compu. Chem. 35, 657–671, (2014) 
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New computational approaches for liquids and energy-related compounds

S. Luber1, J. Hutter1*

1University of Zurich

Knowledge about local properties is extremely helpful for the analysis of molecular structures
and interactions.Moreover, it is a valuable source of information for the characterization of
dynamic processes and facilitates the interpretation of experimental data.Calculations provide
additional insight allowing the targeted study of specific structures. In this way, it is possible to
quantify the contributions of, e.g., solute and solvent molecules [1] or adsorbates on solids. We
present novel methods for the calculation of local properties with a focus on Raman [2] and
Infrared spectroscopy [3] applied, among others, to solvents used in Li-ion batteries as well as
an in-depth study of artificial water oxidation catalysts [4,5].

[1] S. Luber, J. Phys. Chem. A, 2013, 117, 2760-2770.
[2] S. Luber, M. Iannuzzi, J. Hutter, J. Chem. Phys., 2014, 141, 094503.
[3] S. Luber, J. Chem. Phys., 2014, 141, 234110.
[4] F. Evangelisti, R. Güttinger, R. More, S. Luber, G. R. Patzke, J. Am. Chem. Soc., 2013, 135,
18734-18737.
[5] F. Evangelisti, R. More, F. Hodel, S. Luber, G. R. Patzke, submitted.
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Physical Organic Characterisation of the Molecule-Electrode Contact in Single
Molecule Junctions

G. Grynova1, C. Corminboeuf1*

1EPF Lausanne

Single molecule junctions (SMJ) are molecular electronics devices that feature a single, most
often organic molecule, anchored between two conducting electrodes. SMJs are invaluable in
studying the molecular structure and electron transport by means of, for example, scanning
tunnelling microscopy. They are also promising nanoscale components of electric circuits with
sensing and switching capabilities.[1]

One of the key challenges in both the manufacturing and the characterization of the SMJs is the
nature of the electrode-molecule interface, dependant on the electrode material and work
function, local chemistry of the molecule’s linking site, energy level alignment of the molecular
orbitals in the junction, to name a few. However, research to date has focussed primarily on
gold electrodes, and little attention has been devoted to the intricacies of the contact
chemistry, with bigger focus on the bulk junction properties. In this presentation we employ
accurate computational chemistry tools to elucidate the key contact parameters, such as
geometry, type and strength of molecule-electrode bonding, its electronic compactness,
polarity and degree of frontier orbital coupling.[2] These quantities will be assessed for a range
of electrode materials, going beyond conventional noble metals and including non-metal
electrodes, e.g. carbon nanosheets and conducting organic polymers, and various organic
linking groups. The most promising combinations would ultimately be identified through
transport calculations for the model junctions,[3] and the relevant experimental design criteria
will be formulated.

[1] C. Huang, A. V. Rudnev, W. Hong, T. Wandlowski, Chem. Soc. Rev. 2015, 44, 889-901.
[2] P. de Silva, C. Corminboeuf, J. Chem. Theory Comput. 2014, 10, 3745-3756.
[3] C. Jin, M. Strange, T. Markussen, G. C. Solomon, K. S. Thygesen, J. Chem. Phys. 2013, 139,
184307.
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Multicenter Bonding in Hypervalent λ3-Iodanes: New Insight from the Analysis of
Domain Averaged Fermi Holes

H. Magalhães1, H. P. Lüthi1, P. Bultinck2

1ETH Zurich, Departement of Chemistry and Applied Biosciences, 2Ghent University,
Department of Inorganic and Physical Chemistry

Hypervalent iodine compounds have the ability to undergo fast reactions even with a closed
shell electronic structure. The resulting reaction patterns allow for a variety of applications, e.g.
the transfer of electrophilic substituents to arenes and other nucleophiles, well-known in
organic synthesis. In these reactions, the hypervalent λ3-iodane systems were shown to play a
crucial role.[1] To explain the reactivity of these λ3-iodanes, the 3-center-4-electron bond is still
the most widely used model.[2]

In view of a more advanced description of bonding, the analysis of Domain Averaged Fermi
Holes[3] was employed to explore the relationship between the occurrence of 3-center bonding
and structural parameters. We show that the 3-center-4-electron bond model is explicitly valid
for those compounds that exhibit a coupling beyond a single electron pair. However,
compounds carrying electron-withdrawing ligands fall into a different category[4]: the pairing of
electrons is restricted to extend over two centers only, thus challenging the 3-center bonding
pattern. The analysis of domain Averaged Fermi Holes allows to further differentiate between
features of the electronic structure of the λ3-iodanes studied and to relate these to their
reactivity.

[1] Pinto de Magalhães, H.; Lüthi, H. P.; Togni, A. J. Org. Chem. 2014, 79, 8374–8382.
[2] Ponec, R.; Yuzhakov, G.; Cooper, D. L. Theoretical Chemistry Accounts, 2004, 112, 419–430.
[3] Bultinck, P.; Cooper, D. L.; Ponec, R. J Phys Chem A, 2010, 114, 8754–63.
[4] Kutzelnigg, W. Angewandte Chemie International Edition in English, 1984, 23, 272–295.
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Processing Data from Quantum Chemical Calculations using Turbomole-XML-eXist

S. Heinen1, H. P. Lüthi1*, G. Schneider2*

1Laboratory of Physical Chemistry, ETH Zurich, 2Institute of Pharmaceutical Sciences, ETH
Zurich

In molecular modeling and design, the archival, analysis, and exchange of large amounts of
data (results) from quantum chemical calculations on large arrays of compounds poses new
challenges, and often marks the bottleneck in the process. In this work, we processed the
results of the computations on a small array of biomedically active compounds. For the
calculations and the processing of the data we used the Turbomole-XML-eXist infrastructure
developed earlier [1]. This infrastructure had to be adapted for new tasks and finally allowed us
to calculate, among other, charge autocorrelation functions as a descriptor quantity.

The charge autocorrelation functions were calculated based on atomic charges received from
three different models (Mulliken, Lowdin and Natural Population Analysis (NPA)), and three
different sets of structures (PDB, CORINA, quantum chemically optimized). The dependence of
the autocorrelation functions on the structure, the charge model, and the way the hydrogen
atomic charges are accounted for (included, omitted, projected onto nearest atom) is shown.

The data, once imported into the eXist document database, were queried using XQuery. Writing
XQueries can be a rather involved task, and also constitutes a major part of this work. Indeed,
this infrastructure proves to be an effective way to store quantum chemical data in a human-
and machine-readable format (XML), and to process/transform the results of the queries
efficiently to receive output in any desired format (ASCII text, XML, graphical, etc.) for further
analysis. The figure compares the distribution of carbon-carbon bond lengths observed for two
arrays.

[1] A. Glöss, M. P. Brändle, W. Klopper, H. P. Lüthi, Molecular Physics, 2012, 110, 2523-2534
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Computational Chemistry, Poster CC-130

Thermal stability predictions as a tool for inherently safer process design

N. Baati1, A. Nanchen2, F. Stoessel1, T. Meyer1*

1EPF Lausanne, 2Swissi Process Safety

Performing an efficient risk assessment and implementing the proper risk mitigation measures
are essential to avoid or at least reduce accidents in industrial chemical processes and their
potentially disastrous consequences. Differential Scanning Calorimetry (DSC) is one of the most
used analytical methods employed to determine the thermal stability of compounds and
mixtures. It can be considered resource efficient as an experiment can be conducted within
hours using samples of few milligrams. However it becomes simply impossible to perform a
measurement when an intermediate cannot be isolated, is extremely toxic or is physically
unavailable. Moreover, when several tests have to be performed, the time and required
resource accumulate.

Predictions would be the appropriate response to such scenario. This work aims at predicting
thermograms of pure compounds, resulting from DSC experiments, using their molecular
structures as input.

Prior to modeling, DSC curves are analyzed and decomposed into five key parameters (onset
temperature, peak position, amplitude or maximum heat release rate, width and asymmetry).
They are studied separately in order to preserve and later recover the full shape of the DSC
curve by minimizing the data loss due to data abstraction. Then, predictive models are
developed for a large number of structurally diverse and thermally reactive chemicals. There
are mainly two structure-based approaches of data prediction: Group Contribution (GC) models
and Quantitative Structure-Property Relationships (QSPR). Herein, both methods are applied in
parallel and resulting models are evaluated relatively to the experimental data and compared
to each other.

This procedure delivers the entire DSC thermal trail whereas usual abstractions only retain
onset temperature and enthalpy. The curve’s shape encloses complementary information
regarding the thermal behavior of the tested compound as the decomposition kinetics for
instance and therefore should not be discarded.

Simulating the DSC thermograms from the molecular structure offers several advantageous
applications in process design. Besides the previously mentioned possibility to predict DSC
curves estimations which cannot be experimentally measured, there are several other benefits:
predictions can be made at a very early stage of the process design; they also allow analyzing
several alternatives within limited resources; finally, it is also noteworthy that predictive models
help avoiding expendable handling of harmful chemicals. However, it is important to stress that
predictive models are not intended to replace proper experimental investigations, but rather be
a helpful tool that allows focusing the experimental work on the most critical compounds. The
major benefits of such procedures within process design context are mainly to broaden the
number of evaluations within given time and resources, an efficiency gain in testing phase with
better strategies in resource allocation and valuable timing leading to anticipation.
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Computational Chemistry, Award- or Invited Lecture CC-011

Challenges of Electronic Structure Calculations: Hamiltonian Gadgets with Reduced
Resource Requirements

S. Kais1,2

1Qatar Environment and Energy Research Institute, Doha, Qatar, 2Department of Chemistry and
Physics, Purdue University, USA

The exact electronic structure calculations of atoms and molecules on classical computers
generally scale exponentially with the size of the system. Using quantum computers, the
computational resources required to carry out the simulation are polynomial. I will present two
related approaches to electronic structure: The quantum circuit model, and the adiabatic
quantum computing model . Application of the adiabatic model of quantum computation
requires efficient encoding of the solution to computational problems into the lowest
eigenstates of a Hamiltonian that supports universal adiabatic quantum computation.
Experimental systems, such as the D-wave machine and others, are typically limited to
restricted forms of two-body interactions. Therefore, universal adiabatic quantum computation
requires a method for approximating quantum many-body Hamiltonians up to arbitrary spectral
error using at most two-body interactions. I will discuss the Hamiltonian Gadgets with reduced
resource requirements for electronic structure calculations and present open problems in the
field and future applications.

Powered by TCPDF (www.tcpdf.org)

http://www.tcpdf.org


Computational Chemistry, Talk CC-013

Addressing the selection bias: Genetically optimized molecular data sets to train
machine learning models of atomization enthalpies

N. Browning1, R. Ramakrishnan2, O. Lilienfeld2, U. Röthlisberger1*

1EPF Lausanne, 2University of Basel

A comprehensive and chemically accurate exploration of the entire space spanned by all
synthetically tractable molecules is severely limited by the computational cost of quantum
mechnical (QM) methods. In previous works by Matthias Rupp et al. [1] and Raghunathan et al.
[2], non-linear regression machine learning was used to augment approximate QM methods,
thereby allowing the prediction of expensive, yet far more accurate methods with a fast yet
inaccurate baseline level of theory. The training of molecular models based on supervised
learning requires large data sets which exemplify the map from chemical structure to molecular
property in a representative manner. Ordinarily, these examples are drawn at random from
previously generated subspaces of chemical space. In this work we introduce the application of
genetic algorithms (GAs) to the optimization of machine learning through the intelligent
generation of training sets. Specifically, we optimize the selection of molecules which represent
a large chemical space through a reduction in mean absolute error (MAE) of predicting
enthalpies of atomisation. These optimised training sets can then be used for highly accurate
predictions of molecular properties for significantly larger molecular sets.

[1] Matthias Rupp, Alexandre Tkatchenko, Klaus-Robert Muller, O. Anatole von Lilienfield, Phys.
Rev. Lett., 2012, 108, 058301. Raghunathan
[2] Ramakrishnan, Pavlo O. Dral, Mathias Rupp, O. Anatole von Lilienfield, J. Chem. Theory
Comput., 2015, 11, 2087-2096.
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Computational Chemistry, Talk CC-014

Tunneling and Parity Violation in Trisulfane (HSSSH): An Almost Ideal Molecule for
Detecting Parity Violation in Chiral Molecules

C. Fabri1, L. Horny1, M. Quack1*

1Physical Chemistry, ETH Zurich, CH-8093 Zurich, Switzerland

Measuring the parity-violating energy difference ΔpvE between enantiomers of chiral molecules
by spectroscopy is one of the frontiers of highest resolution molecular spectroscopy and a
considerable challenge, which so far has not been met with success [1-5]. Over the last decade,
considerable progress has been made in the accurate theoretical description of molecular parity
violation [6-8], its possible implications for the origin of molecular chirality and biomolecular
homochirality, and its role in the stereomutation dynamics of chiral molecules [1-5]. Accurate
theoretical predictions of molecular parity violation importantly assist in a search for the most
suitable molecular system. At the same time, tunneling must be studied for candidate
molecules, as ΔpvE has to be substantially larger than ΔE± (the tunneling splitting for the
symmetrical case).

In this work we investigate the stereomutation tunneling process in the HSSSH molecule. We
report calculations of the parity-violating potential and the ground-state tunneling splitting
employing different one- and two-dimensional vibrational Hamiltonians. Our computations
utilized the quasi-adiabatic channel reaction path Hamiltonian method [9], the general
rotational-vibrational GENIUSH program package [10] and our recently developed coupled-
cluster singles and doubles linear response (CCSD-LR) approach [8] to electroweak quantum
chemistry. We report that the ground-state tunneling splitting (for the symmetrical case) is
substantially smaller than the parity-violating energy difference. This is the consequence of
high interconversion barriers, complex tunneling reaction path and the presence of the three
heavy sulphur atoms. Therefore the dynamics of chirality in HSSSH is dominated by de lege
symmetry breaking [11] and HSSSH is an ideal candidate for the experiment proposed in [2] to
measure ΔpvE, for which the basic experimental capabilities have been demonstrated in our
laboratory recently [12].

[1] M. Quack, Fundamental Symmetries and Symmetry Violations from High Resolution
Spectroscopy, in Handbook of High-resolution Spectroscopy, edited by F. Merkt and M. Quack,
(John Wiley Sons, Ltd., Chichester, New York, 2011), pp. 659-772.
[2] M. Quack, Chem. Phys. Lett. 1986, 132, 147-153.
[3] M. Quack, Angew. Chem. Intl. Ed. (Engl.) 1989, 28, 571-586.
[4] M. Quack, Angew. Chem. Intl. Ed. (Engl.) 2002, 41, 4618-4630.
[5] M. Quack, J. Stohner, M. Willeke, Ann. Rev. Phys. Chem. 2008, 59, 741-769.
[6] A. Bakasov, T. K. Ha, M. Quack, J. Chem. Phys. 1998, 109, 7263-7285.
[7] R. Berger, M. Quack, J. Chem. Phys. 2000, 112, 3148-3158.
[8] Ľ. Horný, M. Quack, Mol. Phys. 2015, DOI: 10.1080/00268976.2015.1012131.
[9] B. Fehrensen, D. Luckhaus, M. Quack, Chem. Phys. 2007, 338, 90-105.
[10] A. G. Császár, C. Fábri, T. Szidarovszky, E. Mátyus, T. Furtenbacher , G. Czakó, Phys. Chem.
Chem. Phys. 2012, 14, 1085-1106.
[11] C. Fábri, Ľ. Horný, M. Quack, to be published.
[12] P. Dietiker, E. Miloglyadov, M. Quack, A. Schneider, G. Seyfang, Proc. of the 49th
SASP 2014, 152.
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Computational Chemistry, Talk CC-015

Molecular Dynamics with inter-system crossing and nonadiabatic effects

F. Franco de Carvalho1, I. Tavernelli2

1Centre européen de calcul atomique et moléculaire, 2IBM Research Zurich

Last year we rigorously derived a method for the computation of spin-orbit coupling (SOC),
using the Breit-Pauli SOC hamiltonian, within linear-response time-dependent functional density
theory (LR-TDDFT) [1] and implemented it in the software package CPMD [2].
SOC is the effect that allows for a molecule to go from a singlet to a triplet state, a phenomenon
known as inter-system crossing (ISC). Said phenomenon is important in several
photochemical/photophysical systems, including organic and inorganic photosensitizers, organic
light-emitting diodes and several organic reactions (e.g. hydrogen abstraction in ketones).
Thanks to our method, we have been able to include ISC in our ab-initio molecular dynamics
program, in which we use a Landau-Zener-like theory in order to simulate ISC.
This means we are now in a position to give a complete description of nonradiative decay
pathways in photochemical systems, including large ones, thanks to our use of LR-TDDFT.
In fact, we have succesfully described the excited states dynamics of gas phase SO2, liquid SO2
(using a QM-MM) and graphene nanoflakes, including both ISC and nonadiabatic effects [3].

[1] F. Franco de Carvalho, Basile FE Curchod, Thomas J. Penfold, Ivano Tavernelli. J. Chem. Phys.
140, 144103 (2014); dx.doi.org/10.1063/1.4870010
[2] CPMD, copyright IBM 1990-2008, copyright MPI für Festkörperforschung Stuttgart,
1997-2001
[3] Enrico Tapavicza, Ivano Tavernelli, and Ursula Rothlisberger, Phys. Rev. Lett. 98,
023001,DOI: http://dx.doi.org/10.1103/PhysRevLett.98.023001
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Computational Chemistry, Talk CC-016

Local density fitting within a Gaussian and plane waves approach

D. Golze1, J. Hutter1*, M. Iannuzzi1*

1University of Zurich

The computationally most expensive step in construction of the Kohn-Sham (KS) matrix is the
evaluation of the Coulomb matrix. The latter requires the calculation of two-electron integrals
with the characteristic O(N4) problem. Baerends et al. [1] introduced a local resolution of
identity approach (LRI), where the atomic pair densities are approximated by an expansion in
one-center fit functions reducing the scaling order to O(N3).
In this work, the LRI technique was adapted for usage in a Gaussian and plane waves (GPW)
approach and implemented in the CP2K program [2,3] package. The fitted density is employed
for evaluation of Coulomb as well as exchange-correlation potential. The construction of the KS
matrix in GPW scales already linearly with respect to system size since the plane wave
expansion of the density is exploited to solve the Poisson equation in Fourier space. The
combination of a local basis and an auxiliary basis set of plane waves leads to an O(N) process
for the evaluation of the Coulomb matrix. Using LRI, improvements are expected for the
calculation of the grid-dependent terms. The prefactor for building the KS matrix is reduced
resulting in a system-dependent speed-up. Furthermore, the scalability of the grid-based
calculation and integration of the potential with respect to number of CPUs can be simplified
and improved. Results regarding timings and scalability are presented for liquid water
demonstrating that a speed-up of the SCF step by a factor of at least three can be expected for
large and medium-sized systems. The accuracy of the LRI approach is assessed by reaction
energies and structural properties for a broad range of systems.

[1] E.J. Baerends, D.E. Ellis, P. Ros, Chem. Phys., 1973, 41
[2] J. Hutter et al., WIREs: Comput. Mol. Sci., 2014, 4, 15
[3] The CP2K developers group, CP2K is freely available from: http://www.cp2k.org
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Computational Chemistry, Talk CC-021

Interactive Similarity Maps for Visualization of High Dimensional Chemical Spaces

M. Awale1, J.-L. Reymond1*

1University of Bern

Database visualization methods provide support to drug discovery projects by facilitating rapid
understanding of the content of chemical space and enabling the comparative analysis of
chemical libraries. Here, we report a non-linear projection method that create 2D-maps of high-
dimensionality fingerprint spaces with high coverage of data variability in which local
relationships between compounds are preserved. The method consists in the computation of a
similarity fingerprint composed of the similarity values computed with respect to a set of
reference molecules, followed by the projection of this similarity space by principal component
analysis. The computation can be parallelized and is therefore suitable for very large databases.
When the reference molecules are chosen at random the 2D-maps provide a global insight into
database. In an another implementation of the method, the reference molecules are chosen to
be a sets of active compounds for one or more targets, resulting in 2D-maps illustrating the
structure-activity landscape of the active sets. The method is exemplified by the generation of
2D-maps for ChEMBL using six property spaces namely: 42-D molecular quantum numbers
(MQN), 34-D smiles fingerprint (SMIfp), 20-D shape fingerprint (APfp), 55-D pharmacophore
fingerprint (Xfp), 1024 bit long daylight type substructure (Sfp) and extended connectivity
fingerprint (ECfp4). This is particularly appealing for the Xfp, Sfp and ECfp4, which otherwise
cannot be projected in low dimensions. Activity focused 2D-maps of ChEMBL were generated
using each of the 101 sets of bioactive compounds available in Enhanced Directory of Useful
Decoys database (eDUD), as reference sets. An internet portal
(http://www.gdbtools.unibe.ch:8080/PORTAL.v2) automatically generates such maps in relation
to user-defined reference molecules and is available for visualizing drug optimization projects
and their relationship to other known bioactive compounds.

1. Medina-Franco, J. L.; Martinez-Mayorga, K.; Giulianotti, M. A.; Houghten, R. A.; Pinilla, C.,
Visualization of the Chemical Space in Drug Discovery. Curr. Comput.-Aided Drug Des. 2008, 4,
(4), 322-333.
2. Garrity, G. M.; Lilburn, T. G., Mapping taxonomic space: an overview of the road map to the
second edition of Bergey’s Manual of Systematic Bacteriology WFCC Newsl. 2002, 35, 5-15.
3. Awale, M.; van Deursen, R.; Reymond, J.-L., MQN-Mapplet: Visualization of Chemical Space
with Interactive Maps of DrugBank, ChEMBL, PubChem, GDB-11, and GDB-13. J. Chem. Inf.
Model. 2013, 53, (2), 509-518.
4. Schwartz, J.; Awale, M.; Reymond, J. L., SMIfp (SMILES fingerprint) Chemical Space for Virtual
Screening and Visualization of Large Databases of Organic Molecules. J. Chem. Inf.
Model. 2013, 53, (8), 1979-1989.
5. Awale, M.; Reymond, J.-L., Atom Pair 2D-Fingerprints Perceive 3D-Molecular Shape and
Pharmacophores for Very Fast Virtual Screening of ZINC and GDB-17. J. Chem. Inf. Model. 2014,
54, (7), 1892-1907.
6. Rogers, D.; Hahn, M., Extended-Connectivity Fingerprints. J. Chem. Inf. Model. 2010, 50, (5),
742-754.
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Computational Chemistry, Talk CC-022

Addressing the Rare Event Sampling problem with the PINS and SA-MC Methods :
studying Structure and Dynamics of the Myoglobin protein

F. Hédin1, N. Plattner2, J. D. Doll3, M. Meuwly1*

1University of Basel, 2Freie Universtität Berlin , 3Brown University, Providence, RI, USA

Molecular Dynamics (MD) and Monte Carlo methods (MC) are widely used in computer
simulations for understanding biological processes. Although the computational resources are
continously increasing, many biological processes cannot be adequately observed, as they
usually occur on time scales which are several orders of magnitude higher than the usual MD
simulation step. Such processes are also a limitation for MC simulations which are not time
related, as the probabilty of sampling such rare configurations is low, thus making the rare
event sampling problem a challenging task.

The PINS (Partial Infinite Swapping [1,2]) method, based on the Parallel Tempering / Replica
Exchange algorithms, uses a symmetrization strategy for combining probability distributions at
different temperatures, so that they become more higly connected and then easier to sample
than the original ones (see Fig. below for a simple double-well potential example, from [1]).

The SA-MC (Spatial Averaging MC [3,4,5] ) method, extending the MC Metropolis algorithm,
uses a different approach where a set of modified probability distributions is generated and
distributed in the configuration space around the original one, by following a Normal law
distribution.

We decided to apply both the PINS and SA-MC methods to the study of the Myoglobin protein,
an oxygen-binding member of the globins family, found in the tissues of vertebrates. Previous
studies (ref [6] and others) found several stable cavities in which the binding ligand diffuses
before reaching the Fe atom, with an average residence time estimated between 1 ns for
pocket Xe3 and 53 ns for pocket Xe1. Such slow diffusion processes are thus good candidates
for rare event sampling methods.

[1] N. Plattner et al., JCP, 2011, 135, 134111, DOI: 10.1063/1.3643325
[2] N. Plattner et al., JCTC, 2013, 9, 4215-4224, DOI: 10.1021/ct400355g
[3] J. D. Doll et al, JCP, 2009, 131, 104107, DOI: 10.1063/1.3220629
[4] N. Plattner et al., JCP, 2010, 133, 044506, DOI: 10.1063/1.3458639
[5] F Hédin et al., JCTC, 2014, 10, 4284-4296, DOI: 10.1021/ct500529w
[6] Bossa et al., Biophys. Jounal, 2005, 89, 465-474, DOI:10.1529/biophysj.104.055020
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Computational Chemistry, Talk CC-023

Accelerating Quantum Instanton Calculations of Kinetic Isotope Effects

K. Karandashev1, J. Vanicek1*

1EPF Lausanne

While computing rate constants for reactions that exhibit strong quantum effects, running
quantum dynamics can be avoided by a combination of Feynmann path integral formalism and
Quantum Instanton approximation, that reduce the quantum problem to a classical one in a
space of increased dimensionality [1]. Thermodynamic integration with respect to mass further
simplifies computation of Kinetic Isotope Effects, allowing to use only efficient Monte Carlo
integration procedures [2]. We accelerate these calculations using higher order Boltzmann
operator splittings, which allow faster convergence to the exact quantum result [3], and virial
estimators, which decrease the statistical error and hence the Monte Carlo simulation length
needed for a given precision [4, 5]. We also improve the accuracy of the calculations by
modifying procedures for thermodynamic integration and dividing surfaces' optimization. The
improvements are tested on the model H+H2 rearrangement and CH4+H reaction [6].

1. Takeshi Yamamoto and William H. Miller, J. Chem. Phys. 2004, 120, 3086.
2. Jiri Vanicek, William H. Miller, Jesus F. Castillo, and F. Javier Aoiz, J. Chem. Phys. 2005, 123,
054108.
3. Alejandro Perez and Mark E. Tuckerman, J. Chem. Phys. 2011, 135, 064104.
4. Sandy Yang, Takeshi Yamamoto, and William H. Miller, J. Chem. Phys. 2006, 124, 084102.
5. Jiri Vanicek and William H. Miller, J. Chem. Phys. 2007, 127, 114309.
6. Karandashev Konstantin and Jiri Vanicek, in preparation.
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Computational Chemistry, Talk CC-024

First principles based crystal structure prediction from alchemical coupling

A. Solovyeva1, A. von Lilienfeld1,2

1Institute of Physical Chemistry, Department of Chemistry, University of Basel, Switzerland , 2
Argonne Leadership Computing Facility, Argonne National Laboratory, USA.

The prediction of stable crystalline phases remains an outstanding challenge for atomistic
simulations
despite recent progress made. We explore the applicability of fictitious "alchemical" paths that
couple
different chemical compositions for various crystal structure symmetries.
The alchemical changes are predicted using first order perturbation theory within
linearly coupled Hamiltonians connecting reference to target system [1,2].
We studied the prediction of formation energies, equilibrium lattice constants, and bulk moduli
of
pristine and doped alkali chloride structures including Caesium chloride, rock-salt, and zinc
blende symmetries.
We find that the electronic perturbation induced by transmutating
one alkali element into another cancels to such a degree that reasonable
property predictions can be made for the target system - at negligible computational overhead
[3].

[1] R. P. Feynman, Phys. Rev. 56 (1939) 340.
[2] O. A. von Lilienfeld, J. Chem. Phys. 131 (2009) 164102.
[3] A. Solovyeva, O. A. von Lilienfeld, in preparation (2015)
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Computational Chemistry, Talk CC-025

Beyond Static Structures: Putting Forth REMD as a Tool to Solve Problems in
Computational Organic Chemistry

R. Petraglia1, A. Nicolai1, M. Wodrich1, M. Ceriotti1, C. Corminboeuf1*

1EPF Lausanne

Computational studies of organic systems are frequently limited to static pictures that closely
align with textbook style presentations of reaction mechanisms and isomerization processes. Of
course, in reality chemical systems are dynamic entities where myriad molecular conformations
exist on incredibly complex potential energy surfaces (PES). Here, we borrow a computational
technique essentially used in the context of biological simulations together with empirical force
fields and apply it to organic chemical problems. Replica-exchange molecular dynamics (REMD)
permits thorough exploration of the potential energy surface. We report meaningful data
obtained by combining REMD with density functional tight binding (DFTB), thereby establishing
the required accuracy necessary to analyze small molecular systems. Through the study of four
prototypical problems: isomer identification, reaction mechanisms, temperature-dependent
rotational processes, and catalysis, we reveal new insights and chemistry that likely would be
missed using standard electronic structure computations. The REMD-DFTB methodology at the
heart of this study is powered by i-PI, which efficiently handles the interface between the DFTB
and REMD codes.

[1] R. Petraglia, A. Nicolai, M. D. Wodrich, M. Ceriotti, C. Corminboeuf,Journal of Computational
Chemistry,submitted.
[2] Y. Sugita, Y. Okamoto, Chemical Physics Letters,1999,314, 141-151.
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Computational Chemistry, Talk CC-026

Interface effects in the case of dry reforming – CO2 activation on Ni-supported
γ-Al2O3 and Ni-nanoparticles vs ideal Ni(111) surface

M. Silaghi1, A. Comas-Vives1, C. Copéret1*

1ETH Zurich

Significant increase of petrol demands open new routes for fuel production than from oil, such
as natural gas reforming, through the gas-to-liquid process. Here, steam reforming is the major
process for generating the syngas (H2 and CO) in a ratio of R=3, required for the off-stream
Fischer-Tropsch synthesis. However, since this ratio needs to be tuned, CO2 reforming can be
used to provide lower syngas compositions (R=1). In the case of dry reforming Ni-nanoparticles
supported on γ-Al2O3 is the industrially most common catalytic system [1].
From the mechanistic point of view, several computational and experimental studies have
improved the understanding of dry reforming. For instance, (i) CH4 and CO2 activation on Ni
surfaces is surface sensitive, (ii) carbon whiskers formation occurs at steps and (iii) that CO2 is
negatively charged when adsorbed on them. Despite all the efforts devoted to understand the
mechanism of dry reforming the evaluation of the whole reaction mechanism has just been
partially addressed and more realistic metal/support systems need to be considered. Especially
the computational studies so far lack in accounting for these beneficial support effects, which
have been proven experimentally to play an important role in this complex reaction
mechanism. In this sense, some studies have proposed that peripheric Ni atoms near the
metal/support perimeter determine the catalytic activity and thus underlining the importance of
the metal/support interface. Moreover, the effect of particle size and morphology has not yet
clearly been addressed.
Therefore, the scope of the present study is to determine trends for CO2 adsorption and
activation on Ni-supported γ-Al2O3 systems with varying cluster sizes and morphologies by dint
of periodic DFT calculations. These more realistic metal/support systems are then compared to
gas phase cluster calculations and ideal Ni(111) surface.

[1] Pakhare Devendra; Spivey James, Chemical Society Reviews, 2014, 43, 7813-7837.
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Computational Chemistry, Talk CC-027

Response time of quantum-chemical calculations during real-time reactivity
explorations

A. C. Vaucher1, M. Haag1, M. Reiher1*

1ETH Zurich

Real-time quantum chemistry was invented as a tool for interactive and intuitive studies of
chemical reactivity [1–4]. It relies on an exploration of the Born–Oppenheimer potential energy
surface based on first principles in real time. An operator can study reactivity with the help of
interaction devices that provide an instantaneous feedback upon manipulation of the molecular
system. For example, haptic devices allow one to explore the potential energy surface by
moving atoms while feeling the quantum chemical force acting on them.

We developed strategies for a reliable real-time exploration of the potential energy surface
despite the delay caused by the execution of the iterative electronic structure calculations [5].
For example, second derivatives of the electronic energy facilitate an immediate guess of
atomic forces for closely related molecular structures. For the application of self-consistent-field
methods, schemes based on a propagation of the density matrix deliver approximated atomic
forces without a fully converged solution of the Roothaan–Hall equations and can thus provide
more frequent feedback.

[1] Konrad H. Marti, Markus Reiher, J. Comput. Chem., 2009, 30, 2010-2020.
[2] Moritz P. Haag, Markus Reiher, J. Quantum Chem., 2013, 113, 8-20.
[3] Moritz P. Haag, Markus Reiher, Faraday Discuss., 2014, 169, 89-118.
[4] Moritz P. Haag, Alain C. Vaucher, Maël Bosson, Stéphane Redon, Markus Reiher,
ChemPhysChem, 2014, 15, 3301-3319.
[5] Alain C. Vaucher, Moritz P. Haag, Markus Reiher, in preparation.
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Computational Chemistry, Talk CC-028

Orthogonality of embedded wave functions for different states in Frozen-Density
Embedding Theory

A. Zech1, F. Aquilante1, T. A. Wesolowski1*

1Université de Genève

The Euler-Lagrange equations for the embedded wave function may lead to several solutions in
Frozen-Density Embedding Theory (FDET) [1]. Following the Levy-Perdew theorems [2], other-
than ground state solutions can be associated with excited states. Due to the dependency of
the functional for the embedding potential on the embedded density (ρA), embedded wave
functions for different electronic states are not orthogonal. In practical calculations where the
density functional for the FDET embedding potential is approximated, the deviations from
orthogonality might be enhanced. The orthogonality might be rigorously assured by means of
using linearized functionals as proposed in our earlier work [3]. Linearization consists of using
some reference density (ρA

ref) instead of a state-dependent ρA in the embedding potential and
the addition of a self-consistency assuring term in the energy. The numerical values presented
in this work concern local excitations in model chromophores non-covalently bound to the
molecules in the environment. It is shown that practically the same excitation energies are
obtained using either linearized (i.e. independent on ρA) and the conventional (non-linear, i.e.
depending on ρA) functionals.
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